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Abstract: The clustering of biological sequences into biologically meaningful classes 
denotes two computationally complex challenges: the choice of a biologically pertinent and 
computable criterion to evaluate the clusters homogenity, and the optimal exploration of 
the solution space. Here we are analysing the clustering potential of a new method of 
sequence similarity based on statistical sequence content evaluation. Applying on the same 
data the popular CLUSTAL W method for sequence similarity we contrasted the results. 
The analysis, computational efficiency and high accuracy of the results from the new 
method is encouraging for further development that could make it an appealing alternative 
to the existent methods. 
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1 Introduction 

In bioinformatics, sequence clustering algorithms attempt to group sequences 
that are somehow related. Generally, the clustering algorithms are single linkage 
clustering, constructing a transitive closure of sequences with a similarity over a 
particular threshold. The similarity score is often based on sequence alignment. 
Most of the time, sequence clustering is used to make a non-redundant set of 
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representative sequences [1] and sequence clusters are often synonymous with 
(but not identical to) protein families. Determining a representative structure for 
each sequence cluster' is the aim of many structural genomics initiatives [1]. The 
general purpose of grouping proteins into families leads to more sensitive 
detection of new members and improved discrimination against spurious hits 
based on the essential conserved features in a family [2]. 

The most obvious measure of the similarity (or dissimilarity) between two 
samples is the distance between them. One way to begin a clustering investigation 
is to define a suitable metric and compute the matrix of distances between all pairs 
of samples. If distance is a good measure of dissimilarity, then one would expect 
the distance between samples in the same cluster to be significantly less then the 
distance between the samples in different clusters [3]. 

There are numerous algorithms and associated programs to perform cluster 
analysis, for example, hierarchical methods [4], self-organizing maps [5], k-means 
[6], and model-based approaches [7], [8], [9]. Existing clustering approaches that 
have been applied to biological sequences, mostly proteins, are reviewed in [2]. 
Many of them are based on manual or semi-manual procedures; others are fully 
automatic but less reliable. To our knowledge, there is no generally accepted 
method that is able to produce automatically an accurate clustering of a large 
biological sequence database. Conventional clustering algorithms employ distance 
(or similarity) measure to form the clusters [9] when graph partitioning algorithms 
exploit the structure of a graph to find highly connected objects. Hence, the 
biologist wishing to perform cluster analysis is faced with a dyzzing array of 
algorithmic choices and little basis on which to make a choice. 

Having proposed a new similarity measure for protein sequences in a previous 
work [11] we come here to analyse it in clustering process. The new method is 
based on Markov chains representation known as n-gram in statistical language 
modeling. A similarity measure estimation derived from cross entropy was 
adopted from information theory field in order to compute the similarity between 
the resulting n-grams. The new strategy was applied for the task of clustering 
protein sequences using a geometrical representation, based on the dissimilarity 
matrices derived from sequence comparisons within two different databases of 
proteins. On the largest experimetal database we apply the similarity method used  
by CLUSTAL W. It is one of the most popular tools (freely available at 
http://www.ebi.ac.uk/clustalw/), based on a multiple sequence alignment strategy. 
We are using this tool in order to compare the correlation values between the 
clusters obtained using the similarity method of CLUSTAL W with those using 
the new statistical method. 
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2 Method 

2.1 The New Statistical Similarity Method 

Protein sequences from all different organisms can be treated as texts written in a 
universal language in which the alphabet consists of 20 distinct symbols, the 
amino-acids. The mapping of a protein sequence to its structure, functional 
dynamics and biological role then becomes analog to the mapping of words to 
their semantic meaning in natural languages. This analogy can be exploited by 
applying statistical language modeling and text classification techniques for the 
advancement of biological sequences understanding. Scientists within this hybrid 
research area believe that the identification of Grammar/Syntax rules could reveal 
entities/relations of high importance for biological and medical sciences. 

In the presented method, we adopted a Markov-chain grammar to build for our 
protein dataset 2-gram, 3-gram and 4-gram models. To clarify things we chose a 
hypothetical protein sequence WASQVSENR. In the 2-gram modeling the 
available tokens/words were {WA AS SQ QV VS SE EN NR}, while in the 3-
gram representation they were {WAS ASQ SQV QVS VSE SEN ENR}. Based on 
the frequencies of these tokens/words (estimated by counting) and by forming the 
appropriate ratios of frequencies, the entropy of an n-gram model can be readily 
estimated using (1) as comes from Van Uytsel and Compernolle’s work [12]. 
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where the variable X has the form of an n-gram ⇔= nwX 1 {w1,w2,…,wn} and 
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nwCount  is the number of occurrences of nw1 . The summation runs over all the 
possible n-length combinations of consecutive w  (i.e. 
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probability that relates the n-th element of an n-gram with the preceding n-1 
elements. Following the principles of maximum likelihood estimation (MLE) [13], 
it can be estimated by using the corresponding relative frequencies: 
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This measure is indicative about how well a specific protein sequence is modeled 
by the corresponding n-gram model. While this measure could be applied to two 
distinct proteins (and help us to decide about which protein is better represented 
by the given model), the outcomes cannot be used for a direct comparison of 
them. Thus, the common information content between two proteins X and Y is 
expressed via the formula: 
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 (3) 

The first term ( )n
X wP 1  in (3) corresponds to the reference protein sequence X (i.e. 

it results from counting the words of that specific protein). The second term 
corresponds to the sequence Y based on which the model has to be estimated (i.e. 
it results from counting the tokens of that protein). Variable nw1  ranges over all 
the words (that are represented by n-grams) of the reference protein sequence. 

2.2 Sequence Comparison Strategies with the New Similarity 
Method 

Having introduced the new similarity measure, we proceed here with the 
description of its use in order to perform comparisons within protein databases. 
The essential point of our approach is that the compared proteins in a given 
database (containing annotated proteins with known functionality, structure etc.) 
are represented via n-gram encoding and the above introduced similarity is 
utilized to compare their representations. 

We considered two different ways in which the n-gram based similarity is 
engaged in efficient database searches. The most direct implementation is called 
hereafter as direct method. A second algorithm, the alternating method, was 
devised in order to cope with the fact that the proteins to be compared could be of 
very different length. It is easy to observe the need of having two methods if 
sequences of very different length are compared. The procedure of experimenting 
with both methods and contrasting their performances gave the opportunity to 
check the sensitivity of the proposed measure regarding the length of the 
sequences. 

Direct Method   
Let Sq be the sequence of a query-protein and {S}={S1, S2, … SN} the given 
protein database. The first step is the computation of ‘perfect’ score (PS) or 
‘reference’ score for the query-protein. This is done by computing E(Sq,Sq) using 
the query-protein both as reference and model sequence (we call here ‘model’ the 
sequence compared with the query) in equation (3). In the second step, each 
protein Si, i=1…N, from the database serves as the model sequence in the 
computation of a similarity score E(Sq,Si), with the query-protein serving as 
reference sequence. In this way, N similarities are computed E(Sq,Si), i=1,..,N. 
Finally, these similarities are compared against the perfect score PS by computing 
the absolute differences D(Sq,Si)=|E(Sq,Si)–PS|. The ‘discrepancies’ in terms of 
information content between the query-protein and the database-proteins are 
expressed. By ranking these N measurements, we can easily identify the most 
similar proteins to the query-protein as those which have been assigned the lowest 
distance D(Sq,Si). 
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Alternating Method   
The only difference with respect to the direct method is that when comparing the 
query-protein with those from the database, the role of reference and model 
protein can be interchanged based on the shortest (the shortest sequence plays the 
role of reference sequence in (3)). The other steps, perfect-score estimation, 
ranking and selection, follow as previously. 

3 Experiments 

3.1 Sequence Databases 

The proposed strategy based on measuring protein similarity was demonstrated 
and validated using two experimental databases. A small one, contains an overall 
sample of 100 protein sequences where two distinct groups of protein data had 
been selected as follows. The first 50 entries of the database correspond to 
proteins selected at random from the NCBI public database [14]. The last 50 
entries corresponds to proteins resulted from different mutations of the p53 gene. 
The mutations were selected randomly from the database we created using the 
descriptions provided by the International Agency for Research on Cancer (IARC) 
Lyon, France [15]. This set of 50 proteins, denoted hereafter as p53-group, is 
expected to form a tight-cluster of textual-patterns in the space of biological 
semantics. On the contrary, the rest 50 proteins should appear as textual-patterns 
in the same space that differ not only from other, but also (and mainly) from the 
p53-group. It could be formulated as the problem of two class recognition. 

The second database is a set of 1460 proteins extracted from Astral SCOP 1.67 
sequence resources [16]. From the available/original corpus of data, which is a 
structured one, only those families containing at least 10 protein sequences were 
included in our new database. In this way, 31 different families unequally 
populated were finally included. We mention that the annotation of our database 
follows the original annotation relaying on the biological meaning of similarity 
concept (and therefore can be considered as providing the ‘ground-truth’ for the 
protein classification). As in the small database set, we expected that all the 
proteins belonging to the same family would appear as a tight cluster of textual 
patterns and having a proper similarity measure so as we could differentiate the 
existent families. 

This database (of 1460 proteins) was organized at random in 3 different sets with 
less than 500 sequences, in order to observe at a smaller scale the behavior of the 
applied similarity technique. 
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3.2 Results 

The geometrical consideration, according to which the patterns are represented by 
points (i.e. the end tails of corresponding vectors), in a multidimensional space, is 
very useful in order to conceptualize morphological relationships between 
patterns, to search for natural groupings inside the sample patterns, etc. The key 
idea is that similar patterns are mapped onto nearby points [17]. 

In order to validate the two variants of the strategy we proposed, are followed 
some classical steps of Exploratory Data Analysis. Generating the procedure of 
similarity search between the sequences in each data set we have, we built the 
corresponding dissimilarity matrix (that comes from N×N comparisons) used by 
the representation technique to illustrate the geometrical distribution of our data. 
In Figures 1, 2, 3 and 4 the matrix containing all the possible dissimilarity 
measures D(Si,Sj), i,j=1,2,…N is depicted as a grey scale image, for both 
algorithmic variants of our method and three different n-gram models. 

 
Figure 1 

Visualization of the matrices containing all the 
possible pairwise dissimilarities of the 100 

proteins for 2,3,4-gram models 

Figure 2 
Visualization of the matrices containing all the 

possible pairwise dissimilarities for the 497 
proteins of Set1, for 2,3,4-gram models 
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Figure 3 

Visualization of the matrices containing all the 
possible pairwise dissimilarities for the 497 

proteins of Set2, for 2,3,4-gram models 

Figure 4 
Visualization of the matrices containing all the 

possible pairwise dissimilarities for the 466 
proteins of Set3, for 2,3,4-gram models 

In the adopted visualization scheme all the shown matrices (after proper 
normalization) share a common scale in which the 1 (white) corresponds to the 
maximum distance in each matrix. It is worth mentioning here that the ‘ideal’ 
spatial outlay is a white matrix with only a black segment at the lower right 
corner. Therefore, it is evident from all these figures that 4-gram modeling has a 
very good representation for searching sequence similarity within the given 
database. 

Due to the obvious separation of sequences in the small database we tried to 
identify the affiliation of sequences grouped as tight cluster in the dark corner of 
Fig. 1. The results are shown in Figure 5 which is a low-dimensional 
representation of protein sequences using dissimilarity measure for the small set of 
experimental data. Here, it is obvioius the fact that we obtained a very god 
solution to the two class identification problem. 

Regarding the cluster identification in the second experiments, we used a strategy 
based on Huberts’s statistics [18] in determining the correlation factors between 
the clusters we obtained and the ‘ground-truth’ offered by the original protein 
sequence families/superfamilies structure. 
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Figure 5 

Low-dimensional representation of protein sequences using dissimilarity measure for the small set of 
experimental data 

In order to compare the performance of the new statistical approach with that of 
an already well recognised method, we apply CLUSTAL W similarity method on 
the structured database (as it is more complex). The tool performs multiple 
sequence alignment and generates pairwise similarity scores based on the 
identification of conserved sequence regions. These scores are used to cluster the 
protein sequences based on the direct principle of relatedness (the higher the score 
values the closer the sequences are). In Table 1 we show the correlation factor 
values. 
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Table 1 
Correlation values based on Huberts’s statistics for set 1, 2, 3 of the second protein database using 

CLUSTAL W and the two approaces of the new method 

Set CLUSTAL W method Direct method Variant method 
1 0.202 0.1230 0.1110 

2 0.127 0.0347 0.0354 
3 0.297 0.339 0.3622 

In the interpretation of the correlation values there are considered as good scores 
the high values and it is not the case achieved with the assumption we made (the 
possible identification of biological structural classification). Even though, it is 
obvious that CLUSTAL W results are not too far from ours and for the third set 
we get even better results. Under this circumstances the biologist reasoning helps 
in elucidating the clusters representation meaning. The explanation comes from 
the fact that many times sequences of different length and with partial identity in 
content may belong to the same biological family. So, the clusters we get are 
representing the similar sequences in textual representation. This conclusion is 
already justified by the very good performance of mutated proteins identification 
in the small database. 

Conclusions 

The method experimented in this paper constitutes a step forward in investigating 
the engagement of language modelling for characterizing, handling and 
understanding biological data in the format of sequences. Specifically, we studied 
the efficiency of this new method in revealing the context relatedness between 
sequences. The experimental results indicate the reliability of our algorithmic 
strategy for expressing similarity between proteins according to the sequence text 
content. Given the conceptual simplicity of the introduced approach, it appears as 
an encouraging alternative to previous well-established techniques. 

Here won’t be discussed the two methods comparative performance as the results 
of the similarity search are geometrically represented but regarding the order of 
the employed n-gram model, after testing with order of 2, 3, 4, 5 we noticed, as 
can be seen in Figures 1-4 that the performance of the method increases with the 
order of the model up to 4. After the order of 5 due to the lack of data, the 
corresponding maximum likelihood estimates become unreasonable uniform and 
very low. 

Analysing the meaning of clusters identified in visual representation of the 
dissimilarity matrices we may consider that this content evaluation similarity 
measure performs well for sequences having related textual representation. This 
aspect may lead to a general clustering strategy. Despite the corelation values that 
didn’t confirm our biological expectation we are motivated to adjust the similarity 
method by working with functional groups of amino acids. It has to be made the 



A. Bogan-Marta et al. A Study of Sequence Clustering on Protein’s Primary Structure using a Statistical Method 

 – 26 – 

observation that till now we worked only with concepts from information theory 
field applied on protein sequence. In addition, CLUSTAL W similarity method 
that works with biological informations didn’t give much higher scores for 
correlation test. In absence of other correlation reference values we are motivated 
to consider that it may be used a subjective classification of sequences in SCOP 
database or in CLUSTAL W similarity principle. 

Considering the algorithmic simplicity and computational efficiency of our 
approach, in this form, we are justified to suggest it as a first choice when searches 
in large databases are required. In terms of time complexity, without a detailed 
analysis we are motivated to consider this method efficient especially when search 
procedure is running over large databases containing long sequences. This 
motivate us to pursue further on how to achieve even higher performance. 
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