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Abstract: Frequent pattern mining is a heavily researched area in the field of data mining 
with wide range of applications. One of them is to use frequent pattern discovery methods 
in Web log data. Discovering hidden information from Web log data is called Web usage 
mining. The aim of discovering frequent patterns in Web log data is to obtain information 
about the navigational behavior of the users. This can be used for advertising purposes, for 
creating dynamic user profiles etc. In this paper three pattern mining approaches are 
investigated from the Web usage mining point of view. The different patterns in Web log 
mining are page sets, page sequences and page graphs. 
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1 Introduction 

The expansion of the World Wide Web (Web for short) has resulted in a large 
amount of data that is now in general freely available for user access. The 
different types of data have to be managed and organized in such a way that they 
can be accessed by different users efficiently. Therefore, the application of data 
mining techniques on the Web is now the focus of an increasing number of 
researchers. Several data mining methods are used to discover the hidden 
information in the Web. However, Web mining does not only mean applying data 
mining techniques to the data stored in the Web. The algorithms have to be 
modified such that they better suit the demands of the Web. New approaches 
should be used which better fit the properties of Web data. Furthermore, not only 
data mining algorithms, but also artificial intelligence, information retrieval and 
natural language processing techniques can be used efficiently. Thus, Web mining 
has been developed into an autonomous research area. 

The focus of this paper is to provide an overview how to use frequent pattern 
mining techniques for discovering different types of patterns in a Web log 
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database. The three patterns to be searched are frequent itemsets, sequences and 
tree patterns. For each of the problem an algorithm was developed in order to 
discover the patterns efficiently. The frequent itemsets (frequent page sets) are 
discovered using the ItemsetCode algorithm presented in [1]. The main advantage 
of the ItemsetCode algorithm is that it discovers the small frequent itemsets in a 
very quick way, thus the task of discovering the longer ones is enhanced as well. 
The algorithm that discovers the frequent page sequences is called SM-Tree 
algorithm [2] and the algorithm that discovers the tree-like patters is called PD-
Tree algorithm [3]. Both of the algorithms exploit the benefit of using automata 
theory approach for discovering the frequent patterns. The SM-Tree algorithm 
uses state machines for discovering the sequences, and the PD-Tree algorithm uses 
pushdown automatons for determining the support of the tree patterns in a tree 
database. 

The organization of the paper is as follows. Section 2 introduces the basic tasks of 
Web mining. In Section 3 the Web usage mining is described in detail. The 
different tasks in the process of Web usage mining is depicted as well. Related 
Work can be found in Section 4. The algorithms used in the pattern discovery 
phase of the mining process are described briefly in Section 5. The preprocessing 
steps are described in Section 6. The results of the mining process can be found in 
Section 7. 

2 Web Mining Approaches 

Web mining involves a wide range of applications that aims at discovering and 
extracting hidden information in data stored on the Web. Another important 
purpose of Web mining is to provide a mechanism to make the data access more 
efficiently and adequately. The third interesting approach is to discover the 
information which can be derived from the activities of users, which are stored in 
log files for example for predictive Web caching [4]. Thus, Web mining can be 
categorized into three different classes based on which part of the Web is to be 
mined [5,6,7]. These three categories are (i) Web content mining, (ii) Web 
structure mining and (iii) Web usage mining. For detailed surveys of Web mining 
please refer to [5,6,8,9]. 

Web content mining [10,9] is the task of discovering useful information available 
on-line. There are different kinds of Web content which can provide useful 
information to users, for example multimedia data, structured (i.e. XML 
documents), semi-structured (i.e. HTML documents) and unstructured data (i.e. 
plain text). The aim of Web content mining is to provide an efficient mechanism 
to help the users to find the information they seek. Web content mining includes 
the task of organizing and clustering the documents and providing search engines 
for accessing the different documents by keywords, categories, contents etc. 
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Web structure mining [11,12,13,14] is the process of discovering the structure of 
hyperlinks within the Web. Practically, while Web content mining focuses on the 
inner-document information, Web structure mining discovers the link structures at 
the inter-document level. The aim is to identify the authoritative and the hub pages 
for a given subject. Authoritative pages contain useful information, and are 
supported by several links pointing to it, which means that these pages are highly-
referenced. A page having a lot of referencing hyperlinks means that the content 
of the page is useful, preferable and maybe reliable. Hubs are Web pages 
containing many links to authoritative pages, thus they help in clustering the 
authorities. Web structure mining can be achieved only in a single portal or also 
on the whole Web. Mining the structure of the Web supports the task of Web 
content mining. Using the information about the structure of the Web, the 
document retrieval can be made more efficiently, and the reliability and relevance 
of the found documents can be greater. The graph structure of the web can be 
exploited by Web structure mining in order to improve the performance of the 
information retrieval and to improve classification of the documents. 

Web usage mining is the task of discovering the activities of the users while they 
are browsing and navigating through the Web. The aim of understanding the 
navigation preferences of the visitors is to enhance the quality of electronic 
commerce services (e-commerce), to personalize the Web portals [15] or to 
improve the Web structure and Web server performance [16]. In this case, the 
mined data are the log files which can be seen as the secondary data on the web 
where the documents accessible through the Web are understood as primary data. 

There are three types of log files that can be used for Web usage mining. Log files 
are stored on the server side, on the client side and on the proxy servers. By 
having more than one place for storing the information of navigation patterns of 
the users makes the mining process more difficult. Really reliable results could be 
obtained only if one has data from all three types of log file. The reason for this is 
that the server side does not contain records of those Web page accesses that are 
cached on the proxy servers or on the client side. Besides the log file on the server, 
that on the proxy server provides additional information. However, the page 
requests stored in the client side are missing. Yet, it is problematic to collect all 
the information from the client side. Thus, most of the algorithms work based only 
the server side data. Some commonly used data mining algorithms for Web usage 
mining are association rule mining, sequence mining and clustering [17]. 

3 Web Usage Mining 

Web usage mining, from the data mining aspect, is the task of applying data 
mining techniques to discover usage patterns from Web data in order to 
understand and better serve the needs of users navigating on the Web [18]. As 
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every data mining task, the process of Web usage mining also consists of three 
main steps: (i) preprocessing, (ii) pattern discovery and (iii) pattern analysis. 

In this work pattern discovery means applying the introduced frequent pattern 
discovery methods to the log data. For this reason the data have to be converted in 
the preprocessing phase such that the output of the conversion can be used as the 
input of the algorithms. Pattern analysis means understanding the results obtained 
by the algorithms and drawing conclusions. 

Figure 1 shows the process of Web usage mining realized as a case study in this 
work. As can be seen, the input of the process is the log data. The data has to be 
preprocessed in order to have the appropriate input for the mining algorithms. The 
different methods need different input formats, thus the preprocessing phase can 
provide three types of output data. 

The frequent patterns discovery phase needs only the Web pages visited by a 
given user. In this case the sequences of the pages are irrelevant. Also the 
duplicates of the same pages are omitted, and the pages are ordered in a 
predefined order. 

In the case of sequence mining, however, the original ordering of the pages is also 
important, and if a page was visited more than once by a given user in a user-
defined time interval, then it is relevant as well. For this reason the preprocessing 
module of the whole system provides the sequences of Web pages by users or user 
sessions. 

For subtree mining not only the sequences are needed but also the structure of the 
web pages visited by a given user. In this case the backward navigations are 
omitted; only the forward navigations are relevant, which form a tree for each 
user. After the discovery has been achieved, the analysis of the patterns follows. 
The whole mining process is an iterative task which is depicted by the feedback in 
Figure 1. Depending on the results of the analysis either the parameters of the 
preprocessing step can be tuned (i.e. by choosing another time interval to 
determine the sessions of the users) or only the parameters of the mining 
algorithms. (In this case that means the minimum support threshold.) 

In the case study presented in this work the aim of Web usage mining is to 
discover the frequent pages visited at the same time, and to discover the page 
sequences visited by users. The results obtained by the application can be used to 
form the structure of a portal satisfactorily for advertising reasons and to provide a 
more personalized Web portal. 



Acta Polytechnica Hungarica Vol. 3, No. 1, 2006 

 – 81 – 

 
Figure 1 

Process of Web usage mining 

4 Related Work 

In Web usage mining several data mining techniques can be used. Association 
rules are used in order to discover the pages which are visited together even if they 
are not directly connected, which can reveal associations between group of users 
with specific interest [15]. This information can be used for example for 
restructuring Web sites by adding links between those pages which are visited 
together. Association rules in Web logs are discovered in [19,20,21,22,23]. 
Sequence mining can be used for discover the Web pages which are accessed 
immediately after another. Using this knowledge the trends of the activity of the 
users can be determined and predictions to the next visited pages can be 
calculated. Sequence mining is accomplished in [16], where a so-called WAP-tree 
is used for storing the patterns efficiently. Tree-like topology patterns and frequent 
path traversals are searched by [19,24,25,26]. 

Web usage mining is elaborated in many aspects. Besides applying data mining 
techniques also other approaches are used for discovering information. For 
example [7] uses probabilistic grammar-based approach, namely an Ngram model 
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for capturing the user navigation behavior patterns. The Ngram model assumes 
that the last N pages browsed affect the probability of identifying the next page to 
be visited. [27] uses Probabilistic Latent Semantic Analysis (PLSA) to discover 
the navigation patterns. Using PLSA the hidden semantic relationships among 
users and between users and Web pages can be detected. In [28] Markov 
assumptions are used as the basis to mine the structure of browsing patterns. For 
Web prefetching [29] uses Web log mining techniques and [30] uses a Markov 
predictor. 

5 Overview of the Mining Algorithms 

Before investigating the whole process of Web usage mining, and before 
explaining the important steps of the process, the frequent pattern mining 
algroithms are explained hier briefly. It is necessary to understant the mechanism 
of these algorithms in order to understand their results. Another important aspect 
is to determine the input parameters of the algorithm in order to hav the 
opportunity of providing the adequate input formats by the preprocessing phase of 
the mining process. 

As mentioned earlier the frequent set of pages are discovered using the 
ItemsetCode algorithm [1]. It is a level-wise “candidate generate and test” method 
that is based only partionally on the Apriori hypothesis. The aim of the algorithm 
is to enhance the Apriori algorithm on the low level. It means, enhancing the step 
of discoverint the small frequent itemsets. In such a way also the greater itemsets 
are discovered more quickly. The idea of the ItemsetCode algorithm is to is to 
reduce the problem of discovering the 3 and 4-frequent itemsets back to the 
problem of discovering 2-frequent itemsets by using a coding mechanism. The 
ItemsetCode algorithm discovers the 1 and 2-frequent itemsets in the quickest way 
by directly indexing a matrix. The 2-frequent itemsets are coded and the 3 and 4-
candidates are created by pairing the codes. The counters for the 3 and 4-
candidates are stored in a jugged array in order to have a storage structure of 
moderate memory requirements. The way in which the candidates are created 
enables us to use the jugged array in a very efficient way by using two indirections 
only. Furthermore, the memory requirement of the structure is also low. The 
algorithm only partially exploits the benefits of the Apriori hypothesis. The reason 
is the compact storage structure for the candidates. The ItemsetCode algorithm 
discovers the large itemset efficiently because of the quick discovery of the small 
itemsets. Its level-wise approach ensures the fact that its memory requirement 
does not depend on the number of transactions. The input format of the 
ItemsetCode algorithm suits the input format of other frequent mining algorithms. 
It reads the transactions by rows and each row contains the list of items. 
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The page sequences are discovered using the SM-Tree algotihm (State Machine-
Tree algorithm) [2]. The main idea of the SM-Tree algorithm is to test the 
subsequence inclusion in such a way that the items of the input sequence are 
processed exactly once. The basis of the new approach is the deterministic finite 
state machines created for the candidates. By joining the several automatons a new 
structure called SM-Tree is created such that handling a large number of 
candidates is faster than in the case of using different state machines for each 
candidate. Based on its features the SM-Tree structure can be handled efficiently. 
This can be done by exploiting the benefits of having two types of states, namely 
the fixed and the temporary states. The further benefit of the suggested algorithm 
is that its memory requirement is independent from the number of transactions 
which comes from the level-wise approach. The input format of the SM-Tree 
algorithms contains rows of transactions, where each row contains a sequence, 
where the itemsets are separeted by a -1 value. 

The PD-Tree algorithm proposes a new method for determining whether a tree is 
contained by another tree. This can be done by using a pushdown automaton. In 
order to provide an input to the automaton, the tree is represented as a string. For 
handling the large number of candidates eficiently the join operation between the 
automatons were proposed, and the resulting new structure is called PD-Tree. The 
new structure makes it possible to discover the support of each candidate at the 
same time by processing the items of a transaction exactly once. The benefit of the 
PD-Tree is that it uses only one stack to accomplish the mining process. 
Experimental results show the time saving when using the PD-Tree instead of 
using several pushdown automatons. The input format of the algorithm also 
contains rows of transactions where each transaction contain a tree. A tree is 
represented with strings. 

6 Data Preprocessing 

The data in the log files of the server about the actions of the users can not be used 
for mining purposes in the form as it is stored. For this reason a preprocessing step 
must be performed before the pattern discovering phase. 

The preprocessing step contains three separate phases. Firstly, the collected data 
must be cleaned, which means that graphic and multimedia entries are removed. 
Secondly, the different sessions belonging to different users should be identified. 
A session is understood as a group of activities performed by a user when he is 
navigating through a given site. To identify the sessions from the raw data is a 
complex step, because the server logs do not always contain all the information 
needed. There are Web server logs that do not contain enough information to 
reconstruct the user sessions, in this case for example time-oriented heuristics can 
be used as described in [31]. After identifying the sessions, the Web page 
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sequences are generated which task belongs to the first step of the preprocessing. 
The third step is to convert the data into the format needed by the mining 
algorithms. If the sessions and the sequences are identified, this step can be 
accomplished more easily. 

In our experiments we used two web server log files, the first one was the 
msnbc.com anonymous data1 and the second one was a Click Stream data 
downloaded from the ECML/PKDD 2005 Discovery Challenge2. Both of the log 
files are in different formats, thus different preprocessing steps were needed. 

The msnbc log data describes the page visits of users who visited msnbc.com on 
September 28, 1999. Visits are recorded at the level of URL category and are 
recorded in time order. This means that in this case the first phase of the 
preprocessing step can be omitted. The data comes from Internet Information 
Server (IIS) logs for msnbc.com. Each row in the dataset corresponds to the page 
visits of a user within a twenty-four hour period. Each item of a row corresponds 
to a request of a user for a page. The pages are coded as shown in Table 1. The 
client-side cached data is not recorded, thus this data contains only the server-side 
log. 

Table 1 
Codes for the msnbc.com page categories 

category code category code category code 
frontpage 1 misc 7 summary 13 
news 2 weather 8 bbs 14 
tech 3 health 9 travel 15 
local 4 living 10 msn-news 16 
opinion 5 business 11 msn-sport 17 
On-air 6 sports 12   

In the case of the msnbc data only the rows have to be converted into itemsets, 
sequences and trees. The other preprocessing steps are done already. A row is 
converted into an itemset by omitting the duplicates of the pages, and sorting them 
regarding their codes. In this way the ItemsetCode algorithm can be executed 
easily on the dataset. 

In order to have sequence patterns the row has to be converted such that they 
represent sequences. A row corresponds practically to a sequence having only one 
item in each itemset. Thus converting a row into the sequence format needed by 
the SM-Tree algorithm means to insert a -1 between each code. 

                                                           
1 http://kdd.ics.uci.edu/databases/msnbc/msnbc.html 
2 http://lisp.vse.cz/challenge/CURRENT/ 
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In order to have the opportunity mining tree-like patterns the database has to be 
converted such that the transactions represent trees. For this reason each row is 
processed in the following way. The root of the tree is the first item of the row. 
From the subsequent items a branch is created until an item is reached which was 
already inserted into the tree. In this case the algorithm inserts as many -1 item 
into the string representation of the tree as the number of the items is between the 
new item and the previous occurrence of the same item. The further items form 
another branch in the tree. For example given the row: “1 2 3 4 2 5” then the tree 
representation of the row is the following: “1 2 3 4 -1 -1 5”. 

In case of the Click Stream data, the preprocessing phase needs more work. It 
contains 546 files where each file contains the information collected during one 
hour from the activities of the users in a Web store. Each row of the log contains 
the following parts: 

• a shop identifier 

• time 

• IP address 

• automatic created unique session identifier 

• visited page 

• referrer 

In Figure 2 a part of the raw log file can be observed. Because in this case the 
sessions have already been identified in the log file, the Web page sequences for 
the same sessions have to be collected only in the preprocessing step. This can be 
done in the different files separately, or through all the log files. After the 
sequences are discovered, the different web pages are coded, and similarly to the 
msnbc data, the log file has to be converted into itemsets and sequences. 

 
Figure 2 

An example of raw log file 
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7 Data Mining and Pattern Analysis 

As it is depicted in Figure 1, the Web usage mining system is able to use all three 
frequent pattern discovery tasks described in this work. For the mining process, 
besides the input data, the minimum support threshold value is needed. It is one of 
the key issues, to which value the support threshold should be set. The right 
answer can be given only with the user interactions and many iterations until the 
appropriate values have been found. For this reason, namely, that the interaction 
of the users is needed in this phase of the mining process, it is advisable executing 
the frequent pattern discovery algorithm iteratively on a relatively small part of the 
whole dataset only. Choosing the right size of the sample data, the response time 
of the application remains small, while the sample data represents the whole data 
accurately. Setting the minimum support threshold parameter is not a trivial task, 
and it requires a lot of practice and attention on the part of the user. 

The frequent itemset discovery and the association rule mining was accomplished 
using the ItemsetCode algorithm with different minimum support and minimum 
confidence threshold values. Figure 3 (a) depicts the association rules generated 
from msnbc.com data at a minimum support threshold of 0.1% and at a minimum 
confidence threshold of 85% (which is depicted in the figure). Analyzing the 
results, one can make the advertising process more successful and the structure of 
the portal can be changed such that the pages contained by the rules are accessible 
from each other. 

Another type of decision can be made based on the information gained from a 
sequence mining algorithm. Figure 3 (b) shows a part of the discovered sequences 
of the SM-Tree algorithm from the msnbc.com data. The percentage values 
depicted in Figure 3 (b) are the support of the sequences. 

The frequent tree mining task was accomplished using the PD-Tree algorithm. A 
part of the result of the tree mining algorithm is depicted in Figure 4 (a). The 
patterns contain beside the trees (represented in string format), also the support 
values. The graphical representations of the patterns are depicted in Figure 4 (b) 
without the support values. 
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(a) (b) 

Figure 3 
(a) Association rules and (b) sequential rules based on the msnbc.data 

 

 
(a) (b) 

Figure 4 
Frequent tree patterns based on msnbc.data in (a) string and (b) graphical representation 

Conclusions 

This paper deals with the problem of discovering hidden information from large 
amount of Web log data collected by web servers. The contribution of the paper is 
to introduce the process of web log mining, and to show how frequent pattern 
discovery tasks can be applied on the web log data in order to obtain useful 
information about the user’s navigation behavior. 
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