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Abstract: Millions of people use the web every day, in this age of technology and the 
internet. Protecting the privacy and security of these users is a significant challenge for 
cybersecurity developers. With tremendous technological advancements, there is a 
noticeable improvement in the cyber-attackers' capabilities. At the same time, traditional 
Intrusion Detection Systems (IDS) are no longer effective at detecting intrusions. After the 
tremendous competences achieved by Artificial Intelligence (AI) techniques in all fields, 
great interest has developed in its use in the field of cybersecurity. There have been many 
studies that use Machine Learning (ML)-based intrusion detection systems. Despite the 
strong performance of ML techniques in detecting malicious activities, some challenges 
still reduce accuracy of performance. Knowing the proper technique, as well as knowing 
the features, is essential for effective intrusion detection. Therefore, this study proposes an 
effective network intrusion detection system based on ML and feature selection techniques. 
The performance of four ML techniques, the Random Forest (RF), K-Nearest Neighbors 
(KNN), Support Vector Machine (SVM) and the Decision Tree (DT) systems for intrusion 
detection are explored. In addition, feature selection techniques are employed for the 
selection of important features. Among the techniques used, the RF technique achieved the 
best performance, outperforming other techniques, with an accuracy of 99.72%. This study 
elaborates on the detection of malicious and benign cyber-attacks, with a new-level, high 
accuracy. 

Keywords: cybersecurity; intrusion detection; DDoS attacks; machine learning; feature 
selection techniques 

1 Introduction 

All technological developments, including smartphones, computers, 
communication systems and IoT devices lead to the development of internet 
networks, throughout the world [1]. Recent studies estimate more than 5 billion 
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smart devices and 3 billion Internet users worldwide [2]. As a result of this great 
use of Internet networks, massive amounts of data are generated every second, 
which led to the creation of significant security challenges to protect data from the 
many challenges facing cybersecurity developers [3]. Cybersecurity protects 
computer systems and networks from unauthorized access [4]. Cybersecurity is a 
backbone for all types of companies, governments, and even people to secure data 
and maintain privacy. People send and receive data over the internet, which can be 
hacked and manipulated by strangers [5]. Cyber-attacks in 2017 caused damages 
of $5 billion and will only increase in the future; for example, damages were 
estimated to reach $6 trillion, annually, by 2021 [6]. 

Distributed Denial of Service (DDoS) attacks are among the most common 
cybersecurity attacks. DDoS is a lethal weapon that overwhelms a server or 
network by sending large amounts of packets, which floods the servers and causes 
the service to stop [7]. In recent years, DDoS attacks have witnessed an alarming 
increase. In February 2020, Amazon Web Services (AWS) customers suffered a 
severe crash when a DDoS attack targeted Amazon Simple Storage (S3) and other 
services, shutting them down for approximately 8 hours [8]. It is one of the most 
significant DDoS attacks, with a capacity of 2.3 terabytes per second. According 
to a Security Week article, researchers have discovered that the average number of 
separate DDoS attacks infecting the internet daily is about 28,700 [9]. Therefore, 
there was a need to create a reliable system for detecting cybersecurity attacks. 
Cybersecurity developers aim to create an effective IDS that can identify known 
and new attacks and threats with high accuracy and a low false alarm rate [10]. 
Although many methods are available for intrusion detection, the increase in the 
effectiveness of recent attacks and the evolution of attack methods, especially 
DDoS attacks, requires effective intelligent methods to detect them. Whereas, 
traditional IDSs are no longer effective in intrusion detection [11]. 

The use of artificial intelligence techniques in the field of cyber security has 
become mandatory with great success in every field. AI and ML techniques 
provide a tremendous ability to explore hidden models in big data, allowing them 
to help decision-making. ML techniques help detect and monitor attacks on 
network traffic activity. Many studies used different ML techniques to detect 
intrusion. However, there are still some shortcomings, including determining the 
appropriate ML technique for the intrusion detection process [12]. Basic and 
effective features have been selected to improve the performance of ML 
techniques in the detection of unauthorized inputs [13]. 

This study aimed to create an effective IDS based on machine learning and feature 
selection techniques. In our new approach, critical features that affect the 
classification result are selected as a basis for a more accurate classification 
process. The performance of four different machine learning techniques Random 
Forest (RF), K-Nearest Neighbors (KNN), and Support Vector Machine (SVM) 
are compared to find the appropriate technique for intrusion detection. One of the 
most effective ways to select features is to use a DT technique to determine the 
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feature's importance. The feature importance feature of the DT technique was 
found useful to determine the importance of each feature and its effect on the 
classification result. This proposed study is designed to detect malicious or benign 
traffic in DDoS cyber-attacks with a new high accuracy. In addition, the outliers in 
the data's normalization steps were standardized using regression methods. Data 
robustness and confidence intervals were also examined in detail. 

The research article is organized as follows and related studies are discussed in 
Section 2. It describes the general methodology preprocessing steps and the 
application of machine learning techniques in Section 3. Section 4 deals with the 
results obtained and their discussion. Section 5 provides conclusions. Performance 
experiments are performed using the NSL-KDD dataset to determine whether the 
activity is innocuous [14]. This study evaluated the model's performance using the 
confusion matrix. The performances of the ML models were calculated in terms of 
accuracy, precision, sensitivity, specificity, and F1-Score. 

2 Related Work 

The significant development in technology and Internet of Things (IoT) devices 
leads to increasing use of Internet networks, which in turn requires effective 
protection methods to protect the privacy and security of the user. Artificial 
intelligence is one of the most promising approaches to countering cybersecurity 
threats. Many studies have used IDSs based on ML and Deep Learning (DL) 
techniques. This section discusses a set of studies that use ML and DL techniques 
to detect cybersecurity attacks. 

Bindra and Sood explored 6 ML techniques LR, KNN, RF, NB, Linear SVM, and 
Linear Discriminant Analysis (LDA) to find out the best technique for detecting 
DDoS attacks [15]. ML techniques were tested on the CIC IDS dataset, where RF 
technology achieved the best performance with an accuracy of 96.5%, superior to 
the rest of the techniques. Also, Chavan et al. studied the performance of four ML 
techniques KNN, SVM, DT, and LR for detecting DDoS attacks [16]. Of all the 
techniques used, LR achieved the best accuracy with 90.4%, outperforming the 
rest. The ensemble method often produces a better accuracy rate than a base 
classifier. Therefore Das, Saikat, et al. proposed an ensemble model that combines 
4 base machine learning ML techniques Multilayer Perceptron (MLP), SVM, 
KNN, and DT [17]. The performance experiments were tested on the NSL-KDD 
data set, where the ensemble classifier achieved better results than the individual 
classifiers used in the same study. 

Kasim suggested using an Auto-Encoding (AE) method for selecting features and 
reducing dimensions to effectively classify traffic [18]. The AE is used to identify 
essential features, and the SVM classifier then detects a DDoS attack. 
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Performance experiments were performed on CICIDS2017 and NSL-KDD 
datasets, and the results showed the model's effectiveness for classifying traffic. 
Bhardwaj et al. introduced a method that combines well-stacked sparse AE for 
feature learning using a Deep Neural Network (DNN) to detect potential DDoS 
attacks [19]. The performance of AE and DNN was tuned by adjusting parameters 
to improve detection accuracy. Performance experiments were conducted on the 
CICIDS2017 and NSL-KDD datasets. The results showed that AE + DNN was 
superior to AE + SVM in the study with the NSL-KDD dataset, while the results 
were competitive, when using CICIDS 2017. 

The high-efficiency DL techniques achieved in discovering big data have been 
many efforts to explore it in the field of cybersecurity. Al-Emadi et al. explored 
the performance of DL techniques in Convolutional Neural Networks (CNN) and 
Recurrent Neural Networks (RNN) for network intrusion detection [20].  
The performance experiments showed that the CNN technique is superior to the 
RNN technique when tested on the NSL-KDD dataset. Also, Abu Abu Al-Haija 
and Zein-Sabatto proposed CNN techniques for intrusion detection [21]. 
Performance experiments were conducted on the NSL_KDD dataset, whereby the 
CNN technique achieved a classification accuracy of 99.3% for intrusion 
detection. The performance of ML and DL techniques is highly dependent on data 
quality. Therefore, Xavier Larriva-Novo et al. explored various preprocessing 
techniques to classify traffic using the DNN technique [22]. This study showed, 
that by using preprocessing techniques, accuracy could be improved by up to 
45%. 

3 Proposed Methodology 

This study proposes an effective network intrusion detection system based on ML 
and feature selection techniques. The performance measures are conducted four 
ML techniques RF, KNN, SVM, and DT for intrusion detection. In addition, 
feature selection techniques are used to identify essential features. 

3.1. Research Design 

Machine learning algorithms used in this part of this study are briefly summarized. 
In addition, in this section, performance criteria used in machine learning 
algorithms are given. 

3.1.1 Decision Tree (DT) 

The DT is a non-parametric supervised learning technique and one of the most 
influential classification techniques, which can be used for both classification and 
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regression problems. The decision tree structure is like the tree structure but from 
top to bottom, where the highest node in the tree represents the root. Each internal 
node represents a test on a feature, each branch indicates the result of the test, and 
each leaf node indicates a class label [23]. A Classification and Regression Tree 
(CART) is used to detect cyberattacks that generate binary trees and uses a Gini 
index function as a method for feature selection for classification problems in 
Equation (1). 

 

                                                                                          (1) 

 

3.1.2 Random Forest (RF) 

RF is a supervised ML technique that can be used for both classification and 
regression. Since it grows many decision trees rather than a single decision tree in 
the model, RF is an ensemble learner. It means more trees which generates a more 
robust classifier. RF generates several CART, in which each tree is trained on a 
randomly selected subset of the original data set. The decisions of all the decision 
trees generated within the forest are aggregated, and a vote makes the classifying 
decision of most of the trees [24]. 

3.1.3 Support Vector Machine (SVM) 

SVM is one of the most potent supervised ML models used for classification and 
regression problems, but it is commonly used in classification. The work of the 
SVM technique is to classify data by defining a hyperplane or a line separating 
two classes within a data set. To find the best line to separate the data, SVM 
calculates the distance between the points of the two different classes and 
determines the points closest to each hyperplane class, which are called support 
vectors, where the most significant margin separating the hyperplane and the 
support vectors are chosen [25]. 

3.1.4 K-Nearest Neighbors (KNN) 

The KNN is one of the most straightforward ML techniques that can be used for 
both classification and regression problems. The KNN technique assumes that 
convergent objects are the same. In other words, similar things are close to each 
other. To classify a new condition KNN technique calculates the distance between 
the item to be classified and all the training data items. Then the best value of K is 
determined, which is the number of nearest neighbors of the element to be 
classified [26]. Usually, several values are tried to determine the optimal value of 
k. The majority vote of the neighbors determines the result of the classification. 
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To measure the distance between two points, the KNN technique used Euclidean 
distance in Equation (2). 

 
                    (2) 
 

3.1.5 Performance Measurements 

The performance of ML techniques was evaluated using five quality measures that 
are Accuracy, Precision, Sensitivity, Specificity, and F1-Score. Malicious Samples 
are considered positive and represented by ‘1’. While benign samples are 
considered negative and represented by '0’ [27]. All performance measure 
formulas are given in Equations (4-8). 

• True Positives (TP): Malicious Samples have already been detected as 
malicious. 

• True Negatives (TN): Benign Samples have already been detected as 
benign. 

• False Positives (FP): Benign Samples have already been detected as 
malicious. 

• False Negatives (FN): Malicious Samples have already been detected as 
benign. 

Accuracy =                                                                                 (4) 

Precision =                                                                                               (5) 

Sensitivity =                                                                                            (6) 

Specificity =                                                                                            (7) 

F1 Score =                                                                 (8) 

3.2. Data 

In this study, the NSL-KDD dataset was used which is a clean and refined version 
of the University of New Brunswick KDD'99 dataset. A large amount of network 
traffic was collected to create the KDD dataset [28]. The NSL-KDD dataset 
consists of 42 features and 148,517 samples, these features are given in Table 1. 
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Table 1 
Describes the features of the NSL-KDD data set 

No Features Names No Features Names No Features Names 
1. duration 15. su attempted 29. same_srv_rate 
2. protocol_type 16. num_root 30. diff_srv_rate 
3. service 17. num_file_creations 31. srv_diff_host_rate 
4. flag 18. num_shells 32. dst_host_count 
5. src_bytes 19. num_access_files 33. dst_host_srv_count 
6. dst_bytes 20. num_outbound_cmds 34. dst_host_same_srv_rate 
7. land 21. is_host_login 35. dst host_diff_srv_rate 
8. wrong fragment 22. is_guest_login 36. dst host same_src_port_rate 
9. urgent 23. count 37. dst_host_srv_diff_host_rate 

10. hot 24. srv_count 38. dst_host_serror_rate 
11. num_failed_logins 25. serror_rate 39. dst_host_srv_serror_rate 
12. logged_in 26. srv_serror rate 40. dst_host_rerror_rate 
13. num compromised 27. rerror_rate 41. dst host srv rerror rate 
14. root_shell 28. srv_rerror rate 42. class (malicious and 

benign) 

The NSL-KDD dataset contains more than one type of cyber-attack, but this work 
focuses only on whether the traffic is malicious or benign in DDoS attacks. Fig. 2 
shows the number of samples for the class type, malicious or benign. Briefly, this 
proposed study has been developed to detect malicious or benign traffic in DDoS 
attacks. 

 
Figure 2 

The percentage of each class 
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3.3. Proposed Methods 

Data pre-processing is an important stage for ML techniques because the raw data 
often tends to be inconsistent and noisy and may contain missing, redundant, and 
irrelevant data. The efficiency of ML techniques depends mainly on the quality of 
the data provided [29]. So, to build a model with high performance and good 
accuracy, the pre-processing must be accurate. The pre-processing of NSL-KDD 
data in this study is summarized in the following steps. Figure 1 shows the 
proposed framework. 

 
Figure 1 

The proposed framework 
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3.3.1 Label Encoding 

Label encoding converts categorical features to numbers in the NSL-KDD dataset. 
The NSL-KDD dataset contains three categorical features (protocol_type, service, 
and flag) that are converted to a number using the naming encoding method [30]. 

3.3.2 Data Normalization 

The min-max normalization method was used to turn the numerical column values 
in the NSL-KDD dataset to a standard scale between 0 and 1 without distorting 
the value ranges. By using Equation (8) [31]: 

                                                                 (8) 

Where Y represents the normalized value, and a represents the original value. 

3.3.3 Identifying Outliers in Regression (Cook’s Distance) 

Regression analysis helps to understand how variables in variables in groups of 
independent variables [32]. The aim of standardization is that the normal 
distribution of the values in our data set is symmetrical. Therefore, we will be able 
to detect whether the Mean, Mode, and Median data contain values close to each 
other [33]. We used Cook's distance, a successful method of detecting scaled 
changes in fit values, which is useful for identifying outliers (observations for 
predictive variables) of values in our dataset. An observation where Cook's 
distance is greater than three times the mean values may be an outlier. The Cook’s 
distance of observation in Equation (9). 

                 (9) 

Where: 
• yi is the j th fitted response value 
• yj(i) is the jth fitted response value, where the fit does not include 

observation i 
• MSE is the mean squared error 
• p is the number of coefficients in the regression model 

3.3.4 Feature Selection Techniques 

The proposed methodology was applied to the NSL-KDD dataset which has 41 
features and one class attribute. After determining the importance value of each 
feature in the NSL-KDD dataset, the important features with a value greater than 
0.05% were evaluated as shown in Table 2. 
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Table 2 
The feature importance of the NSL-KDD dataset 

No Features Names Features 
Importance No Features Names Features 

Importance 
1. duration 1.14 22. is_guest_login <0.05 
2. protocol_type 13.44 23. count 0.53 
3. service 1.93 24. srv_count 0.66 
4. flag 56.96 25. serror_rate 0.10 
5. src_bytes 0.74 26. srv_serror rate <0.05 
6. dst_bytes 0.68 27. rerror_rate <0.05 
7. land <0.05 28. srv_rerror rate <0.05 
8. wrong fragment 1.38 29. same_srv_rate 0.23 
9. urgent <0.05 30. diff_srv_rate 0.76 
10. hot 1.30 31. srv_diff_host_rate <0.05 
11. num_failed_logins 0.29 32. dst_host_count 1.04 
12. logged_in 0.19 33. dst_host_srv_count 0.80 
13. num compromised <0.05 34. dst_host_same_srv_rate 7.91 
14. root_shell <0.05 35. dst host_diff_srv_rate 0.40 
15. su attempted <0.05 36. dst host same_src_port_rate 1.73 
16. num_root <0.05 37. dst_host_srv_diff_host_rate 3.11 
17. num_file_creations <0.05 38. dst_host_serror_rate 0.06 
18. num_shells <0.05 39. dst_host_srv_serror_rate 0.18 
19. num_access_files <0.05 40. dst_host_rerror_rate 3.07 
20. num_outbound_cmds <0.05 41. dst_host_srv_rerror_rate 0.10 
21. is_host_login <0.05    

The critical feature selection that affects the classification result is essential for a 
more accurate classification process. One of the most effective ways to select 
features is to use a DT technique to determine the feature's importance [34].  
The feature importance property of the DT technique is beneficial for determining 
the importance of each feature and its effect on the classification result [35], [36]. 
This study has been developed to detect malicious or benign traffic in DDoS 
attacks. The NSL-KDD dataset was generated from the KDD dataset. 

4 Results and Discussion 

The four ML (RF, DT, KNN, and SVM) techniques are built using the Scikit 
Learn library, one of the powerful libraries used to build and implement ML 
techniques and data preprocessing in Python. With the Cook's distance method, 
the data found more than 3 times the threshold value were investigated and 
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necessary adjustments were made accordingly. Finally, the significance of the data 
was tested using both the T-test statistic and calculating the confidence intervals. 
It has been observed that our data are within the confidence interval. 

The dataset used in this study was divided into 80% for training the models and 
20% for testing. The performance of the four techniques was compared on only 25 
features from the selected dataset using the feature selection technique. Among 
the techniques used, the RF technique achieved the highest accuracy, with 
99.72%, superior to the rest of the techniques. While DT technique came in 
second with 99.51%, followed by the KNN technique with an accuracy of 
99.42%, while the SVM technique achieved the lowest accuracy with 99.03%. 
Table 3 shows the performance comparison between the four ML techniques using 
5 different performance measures. Also, Figures 3 to 6 show the confusion matrix 
of the four ML techniques. 
Pre-processing and feature selection techniques are essential steps before 
implementing ML techniques. An exemplary implementation of data pre-
processing and testing of critical features would increase the performance 
accuracy to approximately 45%. Therefore, in this study, the proposed model 
achieved promising results after selecting the important and influencing features 
and selecting the appropriate ML model. 

Table 3 
Performance evaluation of ML techniques 

ML 
Techniques 

Accuracy 
(%) 

Precision 
(%) 

Sensitivity 
(%) 

Specificity 
(%) 

F1-Score 
(%) 

DT 99.51 99.49 99.46 99.54 99.47 
SVM 99.03 99.39 98.54 99.47 98.96 
KNN 99.42 99.46 99.30 99.53 99.38 
RF 99.72 99.84 99.56 99.85 99.70 

 
Figure 3 

Confusion matrix of DT 

 
Figure 4 

Confusion matrix of SVM 
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Figure 5 

Confusion matrix of RF 

 
Figure 6 

Confusion matrix of KNN 

The RF technique used in this study was better than the results obtained from the 
RF technique used in other studies. In addition, the KNN, SVM, and DT 
techniques of this study performed better than KNN, SVM, and DT techniques. 
The recommended model, based on feature selection techniques and RF 
classifications, has achieved promising and reliable performance in the future to 
create identities based on ML techniques. In summary, it performed better than all 
studies mentioned in the study of the proposed model. Also, a higher accuracy 
ratio was obtained than all the studies mentioned in Table 4. 

Table 4 
Comparing the performance of the proposed model with related works 

Ref. Year Dataset ML Techniques Best ML 
Technique 

Best 
Accuracy 

[15] 2019 CIC IDS 
RF, LR, NB, KNN, 
Linear SVM, and 

LDA 
RF 96.50% 

[16] 2019 NSL-KDD 
Ensemble model, 

MLP, SVM, KNN, 
and DT 

Ensemble 
model 99.10% 

[17] 2020 CICIDS2017 
and NSL-KDD AE+ SVM AE+ SVM 96.36% 

[18] 2020 CICIDS2017 
and NSL-KDD AE+DNN AE+DNN 98.43% 

[19] 2020 NSL-KDD CNN and RNN CNN 97.01% 
[20] 2020 NSL-KDD CNN CNN 99.30% 

[11] 2021 NSL-KDD CNN, LSTM, and 
CLSTMNet CLSTMNet 99.28% 

[21] 2021 
UGR16 and the 
UNSW-NB15, 

and KDD99 
DNN DNN 99.70% 
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Conclusions 

There has been a significant increase in cyber-attacks, targeting organizations, 
institutions and even individuals. With the tremendous technological 
developments, the skill used by attackers, has increased and traditional IDS, can 
no longer detect sophisticated cyber-attacks. This required finding new, advanced 
tools to detect these destructive and expensive attacks. After the great successes of 
ML and DL techniques, in various fields, there have been many studies that use 
ML techniques in building IDS systems. This study presents an IDS based on 
feature selection techniques and ML techniques, for intrusion detection.  
The proposed model achieved promising results, as the RF technique achieved an 
accuracy of 99.72%, superior to other techniques in this work and related works. 
Having an intelligent system capable of detecting intrusion, helps significantly in 
maintaining the privacy and security of users. In this work, the focus is only on 
whether the traffic is malicious or benign. Future work could be developed to 
classify the different types of cybersecurity attacks. Classification accuracy can 
also be improved, by using ensemble methods, that combine more than one 
individual classifier. 
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