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1 Introduction 

Providing a high quality of life, for modern people, presents them with tasks that 

are more and more complex. It is necessary, often, to solve these tasks with 

limited resources that demand the development of essentially, new, breakthrough 

technologies, use and organization of vital streams and processes. In this situation, 

modern people are forced to organize effective interaction with the natural and 

artificial environment of their habitat on the basis of intellectual and physical 

amplifiers of their capabilities, that is, to actively use the IT sphere. The key issues 

here are problem identification, formation and refinement of problem statements, 

processes of system modeling, synthesis of algorithms and programs based on 

description of computing environment. 

In this paper, we discuss the development of systems for constructing solutions to 

problems by an ergatic, human-machine environment. From the point of view of 

the authors, it is necessary to distinguish the control problems associated with the 

development of a relatively simple control signal for achieving the stated goal, and 

the task of constructing complex objects. The complexity of the constructed 

objects is high enough to eliminate the solution of such a problem by looking 

through all the variants. 

The work is carried out within the framework of the paradigm of constructive 

synthesis: First, we describe the capabilities of the elements of our system in a 
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certain domain. Then we set and formalize the problem in a language that the 

ergatic system understands.  

Then the competent elements and subsystems build the solution of the task. If the 

process was successful, then the solution is a structure, which elements may refer 

to elements of the ergatic system. This structure can now be applied by the system 

in various specific circumstances (to different incoming objects). The structure 

can be understood and can be carried out by the elements of our ergatic system. 

We set the task to provide a tool for describing what elements of the ergatic 

system can do in order to use these opportunities to solve the tasks assigned to the 

system. This work continues a series of authors’ works on active layered 

knowledge systems [6], IT-sphere constructive directions [8], scientific reading in 

electronic environment [9], scientific networks [31], ergatic networks [32], ergatic 

systems [33], ERGANET [34], deductive synthesis [35], IT-systems design [36], 

ergatic intelligence [37], ergatic understanding [38]. 

2 Definitions 

The ergative network is a human-machine information network intended for 

purposeful activities aimed at creating ideal and material artifacts that support the 

life processes of the nature-society-human system. The main purpose of the 

ergatic network (ERGANET) is the effective and reasonable use of knowledge to 

improve the quality of life of society and man. 

Ergatic system is a more general concept, it is an analogue of the “organism,” 

built on natural and artificial components. Important thing in the operation of such 

systems is the self-improvement of interfaces between components, structures and 

self-development of the entire system. The life process is the process of a stable 

developing existence of an object (in particular, an organism). The ergatic system, 

unlike the information and communication systems, is supplemented with the 

functions of solving constructive, creative, conative problems, i.e. tasks of 

constructing objects, development and motivation of subjects. Within the ergatiс 

system itself, knowledge networks, information and communication networks can 

be maintained. All these components are linked by synergy and symbiosis. 

Knowledge in the ergatic system is inherent in active implementation (or external 

and internal computing). The ergatic system lays new grounds for the contexts of 

augmented reality (not only in visual or other sensory contexts, but also in a 

conceptual and metaphorical environment). 
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3 The Current Situation and Trends in the Creation 

of Information Technology Systems  

At the present stage, it is possible to single out the following basic trends in the 

construction of information technology systems: 

•  Expansion of the theoretical base, in particular, the formation of a category-

theoretic approach to the design of information technology systems (S. V. 

Kosikov [10], S. P. Kovalev [11], V. V. Antonov [12]) 

•  Synthesis of large data and high-performance computing technologies (see 

e.g. [27], G. Fox [28], and also [29]) 

•  Expansion of Autopoietic Systems (Sergeev S. F. [13]) on self-organization 

and self-construction of information technology systems 

In this case, information and technological support systems for human activities 

are created, which are based on alienated knowledge and tend to replace human, 

arguing that by his capabilities limitations. 

A new stage in the development of information technology systems is connected 

with human-machine systems, which are created based on synergy and symbiosis 

of the ideal and material, artificial and natural, as well as alienated and inalienable 

forms of knowledge. These are ergative systems and networks (M. Mikheev et al. 

[14], S. Maslov and A. Beltiukov [37] and [38]). An important feature of such 

systems is that in their symbiosis the integrity of a person is preserved.  

Another important feature of such systems is that, despite their evolution, they 

also remain the integrity of man and an artificial system with divided functions of 

activity and non-formalized knowledge that cannot be translated into an alienated 

form.  

The main purpose of ergatic systems and networks is to ensure the efficiency and 

continuity of the process of transformation “idea – abstract image – material 

object”, effective and adequate management, as well as increasing the personal 

and collective threshold of difficulty to solve emerging problems. Here the 

principles of building systems are important, which require a revision of the basic 

concepts from the point of view of computing, ergaticity, attractiveness, 

autopoieticity, convergence (O. Rudenskiy and O. Rybak [2], S. Sergeev [15]). To 

this end, the following concepts have been introduced: the ergatic network 

(erganet), ergatic thinking, ergatic intelligence, ergatic interfaces, ergatic 

computing, ergatic model, ergatic statement of problems, ergatic solution and a 

number of others [38]. On the basis of these, the principal components of the 

architecture of the ergatic system are further specified. 

The proposed approach to ergatical systems differs significantly from the existing 

approach [14] in terms of both functionality and architecture.  
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In the systems under consideration, the possibility of self-understanding is based 

on the construction of the model of itself by the system. The types of meta-

understanding are: understanding of understanding and understanding of 

misunderstanding, understanding the boundaries of understanding, understanding 

and changing the environment of understanding (Metanoia [16]). See also [17]. 

Questions related to different approaches to the synthesis of program objects are 

theoretically considered in [30]: Deductive, schematic and inductive synthesis of 

pure solutions, performed, in particular, in interaction with a man. 

Recent investigations in the area of logical-based program synthesis and 

transformations concern partial evaluation of programs [39], translation of an 

actor-based languages to the functional languages [40], verifying properties of 

time-aware business processes [41], synthesis software contracts from programs 

[42], synthesis of efficient generators for lambda terms [43], knowledge-based 

systems and many others. In this paper, we are primarily interested in deductive 

synthesis, not only of solutions, but also of the moduli of their support, performed 

by the ergatic system as a whole.   

4 Ergatic Understanding and Ergatic Solutions of 

Problems 

In this paper, we consider the solution of constructive problems by human-

machine systems. Current consideration is limited to the tasks of creating 

information structures. Issues related to the creation of material objects are not 

considered here. In particular, we do not even consider the storage of the created 

structures. Thus, our constructions lie in the framework of computing. This is a 

generalized concept reflecting the process of changing and transforming 

qualitative and quantitative descriptions of systems through the processes of 

calculation, search, navigation, output, construction and management. A more 

precise mathematical definition of computing can be found in [1]. This approach 

is of great importance, in particular, due to the increasing spread of digital 

production [7]. 

We assert that Ergatic System is able to operate with some languages to formulate 

problems. The questions of goal-setting and the sources of the formulation of 

problems are not yet considered here. For the sake of simplicity, we assume that 

the common encoding problems are solved, all language objects, regardless of the 

nature of the languages, can be written in the form of character strings.  

In order to illustrate our ideas, we consider for example the problems of 

constructing various information converters. It is clear that this is one of the most 

important problems. The solutions to problems, the objects to which they apply, 

and the rationale for these solutions can also be written in certain languages 
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available to the ergatic system. These records can have direct references to 

specific objects of the material environment in which the ergatic system operates.    

Reference can also be made to the elements and subsystems of the ergatic system 

itself. 

The basis of ergatic constructive understanding and ergatical solution of the 

problems under consideration are statements of the type: “The success of applying 

the solution r of problem B to the object t is confirmed by the procedure d.” We 

shall write these assertions as formulas of the form: 

 d:r:B:t 

where: 

B is a statement, constructively understood as a certain task 

r is an object proposed as a solution to this problem 

t is an object proposed for the application of this solution (for operating or testing) 

d is an object for diagnosing the correctness of the object t for the problem B and 

for the solution r 

These formulas will be called verification formulas for solutions. Naturally, to 

understand such formulas it is required to set the language for tasks B, and objects 

d, r, t. In the ergatic environment, it is required to have a human or subsystem that 

understands these languages. Understanding means the ability to do this with the 

expressions and operations described below. 

Formula d:r:B:t can be read also as: “The object r solves the problem B with 

counteraction t and support d.” Counteraction will sometimes be called a test of 

the solution of the problem, because when testing a solution, it is really a test 

object. 

From the logical point of view, the formula 

  d:r:B:t 

can be considered as an abbreviation for the formula 

 (r:B)D(d;t) 

where the colon is the realization sign according to S. C. Kleene [20] (see also A. 

Markov [18] and N. Shanin [19]), and D is the relation that uses K. Gödel in his 

“Dialectica” interpretation [21] (see also C. Spector [22], V. de Paiva [23], J. 

Avigard and S. Feferman [24], M Shirahata [25], A. Troelstra [26]). Kleene and 

Gödel originally proposed these relations for understanding the statements of the 

arithmetic of such an ideal object as an infinite set of natural numbers. Here we 

propose to use a similar design for understanding specific information systems. 

One of the main differences of the proposed system is the orientation toward the 

possibility of taking into account the limitations of computing resources at all 
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stages of the work. For example, we can restrict ourselves to procedures that can 

be executed in polynomial time. In this respect, this work is a continuation of the 

works of A. Beltiukov on intuitionistic formal theories [3], polynomially 

computable realizations [4], and automatic deductive synthesis [5]. 

Procedures (programs, instructions, etc.) in the ergatic system can be performed 

both by artificial executors (machines) and by natural ones (people). The executor 

may also be an entire ergatic subsystem. The reference to the corresponding 

function f in the description of the ergatic system is given in the form f = (s,p), 

where s is an executing entity, p is a program (instruction) understood and 

executed by this subject s record. 

 f(x) = (s,p)(x) = s(p,x) 

indicates the result of executing by the executor s the instruction p for the object x. 

The essence of understanding the statements under consideration is that a special 

procedure Arb (arbitration) is defined to verify the truth of statements of the form 

 d:r:B:t 

This procedure produces an appropriate truth value. That is  

 Arb(d,r,B,t)⇔(d:r:B:t) 

The execution of this procedure depends on the language system in which object 

(d,r,B,t) is recorded. This means that in our ergatic system for each language 

system L, on which object (d,r,B,t) can be described, there is an executor S[L], and 

instruction R[L] for the performance of the corresponding verification procedure 

by this executor: 

 Arb(d,r,b,t)=S[L](R[L],d,r,B,t) 

is the result of checking, by the executor S[L] the following statement: 

 d:r:B:t 

by the instruction R[L]. In simple cases, the test result is a classical logical truth 

value (for example, 0 or 1). More complex systems with multivalued logic 

(including fuzzy ones) are also possible. 

 Below is an example of how to build an instruction to verify the truth of 

statements of the form: 

 d:r:B:t 

for a subject who understands the language of the logic of predicates (without 

negations and functions) on which the task B is written.  

In practice, tasks can be recorded in a variety of languages, which necessitates 

various instructions for verifying solutions.  Let's start with simple problems (i.e. 

atomic formulas) В=P(с) with a predicate P and parameters c, c are the names of 
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objects in the domain to which our problem relates. The corresponding instruction 

can be written as follows: 

 d:r:P(c):t ⇔ I[P](J[P],d,r,c,t) 

where: 

r is an object used as a solution to a problem P(c) 

t is an object used to test solution r of task P(c) 

d is an object used to diagnose the correctness of the test t for the solution r of the 

task P(c) 

(I,J) is the interpretation of predicates on the subject domain (a pair of tables, 

described below) 

I[P] is the name of the subject who understands the predicate P 

J[P] is the instruction for the subject I[P] by understanding the predicate P 

Here, for each predicate P, languages are defined for writing solutions r, tests t 

and diagnostic procedures d. 

The understanding of complex problems (defined by means of logical connectives 

from simpler ones) can be determined, for example, by the following formulas 

(obtained by combining the corresponding constructions from [20] and [21]): 

 (p,q):(b,c):(B&C):(d,e) ⇔ (p:b:B:c)&(q:c:C:e) 

 (p,q):(0,b):(B∨C):(d,e) ⇔ p:b:B:d 

 (p,q):(1,c):(B∨C):(d,e) ⇔ q:c:C:e 

 (g,h):f:(B⇒C):(a,b,c,d) ⇔  

 (a:b:B:g(a,b,c,d)⇒h(a,b):f(b):C:c) 

 g:f:∀xB(x):(c,b) ⇔ g(c):f(c):B(c):b 

 p:(c,b):∃xB(x):t ⇔ p:b:B(c):t 

As you can see, the executor needs to be able to break pairs into elements, 

distinguish zeros from ones, divide formulas into immediate components, 

substitute the name c of the object of the domain instead of the variable x in the 

formula B(x), apply programs (f, g, h) to their arguments (a, b, c, d). We assume 

that the programs are written in a language that guarantees the completion of their 

execution and has the ability to generate structures and program objects, 

mentioned in these formulas. As a rule, for practical needs, it is necessary to 

require certain complexity constraints on the execution of generated programs, 

e.g. polynomial time bounds.  

If you want to use negations, you may add a special constant formula 

“Impossible”. The task Impossible must have no solutions. It means that 
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 d : r : Impossible : t 

is always false. Then, the negation of B can be expressed as (B ⇒ Impossible). 

5 Ergatic Deductive Synthesis of Problems Solutions 

By the synthesis of a solution of the problem B we mean the construction by some 

ergatic subject by the problem B of such solution r and the procedure for 

diagnostics d that for any admissible objects t, 

 d:r:B:t 

It is assumed that by any formula B, Lr(B), Lt(B), Ld(B) are the languages of 

admissible solutions r, tests t and diagnostic procedures d, respectively.  

A constructive approach involves the automatic extraction of r and d from some 

construction b, called the constructive proof of formula B or the deductive solution 

of problem B: 

 Xr(b,B)=r, Xd(b,B)=d 

For functions Xr and Xd, there are also, generally speaking, Xrs and Xds 

executors and Xrp and Xdp programs respectively: 

 Xrs(Xrp,b,B)=r, Xds(Xdp,b,B)=d 

To construct a deductive solution of problem B, the function Gen of constructing 

proofs is usually used. The function is applied to task B and produces some object 

that claims to be the deductive solution of the problem. The function Gen has also 

an executor Gens and a program Genp: 

 Gens(Genp,B)=b 

Unfortunately, the procedure for constructing a deductive solution is often very 

complicated, requires the participation of people in the work of the executor and 

does not always end successfully.  

In order to identify a failure, a special verification function Check is used: 

 Check(b,B)=1 

if b is indeed a required deductive solution of problem B. Otherwise: 

 Check(b,B)=0 

The function Check has an executor Checks (as a rule it is an automaton) and a 

program Checkp: 

 Checks(Checkp,b,B) = Check(b,B) 



Acta Polytechnica Hungarica Vol. 18, No. 2, 2021 

 – 77 – 

Here is an example of rules for checking deductive solutions (proofs) for problems 

written in the language of predicate logic without functions. 

For convenience, we assume that the object to be proved (the problem being 

solved) has a sequent form (see, for example, [20]): 

 x G ⇒ B 

where x is a string (array) of names, G is a chain (array) of formulas, B is a 

formula, G and B can use the names x as free variables. This sequent is equivalent 

to the formula: 

 ∀x(G ⇒ B) 

We mean signs of conjunction between the formulas G. If x and G are empty, then 

we simply solve the problem B without any parameters x and premises G. 

 A deductive solution of the problem (the proof of the sequent) 

 x G ⇒ B  

is an expression (term) t, the structure of which is described below. The statement  

 Check(t, x G ⇒ B) 

we write for brevity, in the form 

 t : x G ⇒ B 

This term is an expression which, after interpreting in two different ways, can be 

transformed both into the actual solution of the problem and the definition of the 

diagnostic procedure. 

 We determine the structure of the deductive solution by induction from 

solutions of simple problems to solutions of more complex ones. We consider 

formulations of the simplest problems as axioms. The solution of the axiom in this 

system is given by the term pr(i), where i is a natural number: 

 (pr(i) : x G ⇒ B) ⇔ G[i]=B 

This means that among the premises of G on the i
th

 place there was the very 

conclusion (pr means “premise reproduction”). That is, you do not have to do 

anything, the task is solved in one step. One of the arguments is already the result 

of the solution. It remains only to enter this input to the exit.   

Let us give examples of other rules for verifying the solution. Here is the rule for 

verifying the solution of a composite (conjunctive) problem (cg means 

“conjunction generation”): 

 (cg(t,u) : x G ⇒ (B&C)) ⇔   

 (t : x G ⇒ B) & (u : x G ⇒C) 

It prescribes to solve the problem in parts. 
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Rules for verifying the solution of a disjunctive problem i.e. problem with the 

choice of a variant (dg means “disjunction generation”): 

 (dg0(t) : x G ⇒ (B∨C)) ⇔ (t : x G ⇒ B) 

 (dg1(t) : x G ⇒ (B∨C)) ⇔ (t : x G ⇒ B) 

allow you to select the required option. 

The rule of checking an implicative task, i.e. task with constructing a function (ig 

means “implication generation”): 

 (ig(t) : x G ⇒ (B⇒C)) ⇔ (t : x GB ⇒ C) 

extends the list of premises from G up to GB and changes the conclusion to C. 

For problems with quantifiers, there are rules (eg – “existence generation”, ag – 

“ALL generation”): 

 (eg(i,t) : x G ⇒ ∃yB(y)) ⇔ (t : x G ⇒ B(x[i]) 

 (ag(t) : x G ⇒ ∀yB(y)) ⇔ (t : xa G ⇒ B(a)) 

where a is a new name not found among x. 

Next, we give the rules for verifying the use of premises.  

The rule of checking the use of a complex structure, i.e. conjunction (cu – 

“conjunction usage”): 

 (cu(i,t) : x G ⇒ D) ⇔ (t : x GBC ⇒ D) 

where G[i] = (B&C), lengthens the list of premises, allowing the use of parts of 

the premise separately. 

The rule for checking the use of the variant, i.e. disjunction (du – “disjunction 

usage”): 

 (du(i,t,u) : x G ⇒ D) ⇔ (t : x GB ⇒ D) & (u : xGC ⇒ D) 

where G[i] = (B∨C), leads to a verification of the analysis of two cases. 

The rule for checking the use of the function, i.e. implication (iu – “implication 

usage”): 

 (iu(i,t,u) : x G ⇒ D) ⇔ (t : x G ⇒ B) & (u : x GC ⇒ D) 

where G[i]=(B⇒C), considers the entire decision process divided into three stages: 

constructing the solution of B, applying the solution of (B⇒C), and constructing 

the solution of D. 

The rule of checking the use of the solution of the problem with the quantifier of 

existence (eu – “existence usage”): 

 (eu(i,t) : x G ⇒ D) ⇔ (t : xa GB(a) ⇒ D) 
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где G[i]=∃yB(y), a – новое имя, не встречающееся среди x. 

The rule for verifying the use of a task with a quantifier of universality (au – 

“ALL usage”): 

 (au(i,j,t) : x G ⇒ D) ⇔ (t : x GB(x[j]) ⇒D) 

where G[i]=∀yB(y), Adds a special case of the formula ∀yB(y) to the premise.  

Cases that are not covered by the above rules lead the procedure of verifying the 

solution to the negative result. 

Let us demonstrate by examples how, in this case, the programs extracted from the 

deductive solution of the problem should work. At the input of the realization 

(task solution) of the sequent, two lists are given: a list of values of variables and a 

list of realizations of the premises. That is, if f is proposed as a solution of the 

problem 

 x G ⇒B 

then f(x,z) must be a solution of the problem B, where z –are realizations of G. The 

test for this sequent consists of the following parts: the values of the variables x, 

diagnostics y, realizations z of premises G, and test b for the task B. The 

diagnostics of the sequent under consideration consists of two functions: g и h.  In 

this case, the value of g(x,y,z,b) is proposed as a test list for premises G, and the 

value of h(x,y,z) is proposed as diagnostics of B.  

We assume the following formula for verifying the solution of the sequent 

 (g,h) : f :  x G ⇒ B :  (x,y,z,b) 

if from the fact that for any i  

 y[i]:z[i]:G[i]:g(x,y,z,b)  

it follows that h(x,y,z):f(x,z):B:b 

It is possible for convenience to break the diagnostic extraction procedure Xd into 

two parts: 

 (g,h)=Xd(p,x G⇒B) 

 g=Xdg(p,x G⇒B), h=Xdh(p,x G⇒B) 

The explanation of how the extraction procedures Xr and Xd should work, we 

start with the axioms: 

 Xr(pr(i), x G⇒B)(x,z)=z[i] 

 Xdg(pr(i) ,x G⇒B)(x,y,z,b)[i]=y[i] 

 Xdh(pr(i),x G⇒B)(x,y,z,b)=b 

In the second line, the components of the result other than the i-th one are not 

important and may be chosen arbitrary. 
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We also show the procedures for extracting solutions and their support for some 

more complex cases. Here are the formulas for the operator cg (operator of 

generating conjunction, that is, a composite problem): 

Xr(cg(t,u) , x G ⇒ (B&C))(x,z) =  

 (Xr(t, x G ⇒ B)(x,z), Xr(u, x G ⇒ C)(x,z)) 

Xdg(cg(t,u), x G ⇒ (B&C))(x,y,z,(b,c))[i] =  

 if Arb(y,z,G[i],Xdg(t, x G ⇒ B)(x,y,z,b)[i]) 

 then Xdg(u, x G ⇒ C)(x,y,z,c)[i] 

 else Xdg(t, x G ⇒ B)(x,y,z,b)[i] 

 

Xdh(cg(t,u), x G ⇒ (B&C))(x,y,z) =   

 (Xdh(t, x G ⇒ B)(x,y,z), Xdh(u, x G ⇒ C)(x,y,z)) 

As you can see, the diagnostic procedure actively uses the verification procedure 

Arb. Here are the formulas for the operator dg0: 

Xr(dg0(t), x G ⇒ (B∨C))(x,z) = (0,Xr(t, x G ⇒ B)(x,z)) 

 

Xdg(dg0(t), x G ⇒ (B∨C))(x,y,z,(b,c))[i] =  

 Xdg(t, x G ⇒ B)(x,y,z,b)[i] 

 

Xdh(dg0(t), x G ⇒ (B∨C))(x,y,z) = 

  (Xdh(t, x G ⇒ B)(x,y,z),dummy(С)) 

where dummy(С) is an arbitrary function suitable for diagnostics of C by type (the 

result of its operation is not important).  

 

Conclusions 

The aim of the work was to obtain novel knowledge and technologies, in the 

creation of IT support, for descriptive and constructive activities. The key focus is 

directed to the theoretical and technological knowledge related to the 

manifestation of symbiosis, as well as, to various computing and 

intellectualization of activities. 

Methods for constructing algorithms and computer programs that take into 

account aspects of counteraction, detection and elimination of errors are 

investigated. 
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The transition from classical programming, as a planning of a clear order of 

actions to the development of task formulations, in particular, in the framework of 

constructive logic based on the classification of complexity and management of 

complexity, resource intensity, as well as, the transition to ergatic computing, is 

explored. 

A variant of constructive understanding is also studied: The practical 

understanding in the face of opposition and support. 
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