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Abstract: This work discusses the formalization of sentence composition and the discovery of the semantic ambiguities of natural language. It also discusses the original connection between the logic area represented by predicate linear logic and ludics, as well as, the linguistic area represented by the Montague grammar. Montague grammar is a linguistic tool that allows analysing sentences in their extensional and intentional contexts. Predicate linear logic is a non-traditional logic of actions and resources where assumptions are consumed after the use of linear implication. Ludics uses proofs from predicate linear logic to analyse the strategies of actors in dialogues. The contribution of this work is to practically demonstrate this approach by translating a natural-language sentence into a predicate linear formula and describe it in time-spatial calculus.
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1 Introduction

Logic analysis of natural language (LANL) [1] is a linguistics - logical discipline dealing with the interpretation of the meanings of natural language and the removal of various semantic ambiguities [2]. LANL has developed independently in two distinctive approaches called Montague grammar (by Richard Montague) [3] [4] [5] and transparent intensional logic (by Pavel Tichý) [6] [7]. In this article, the authors decided to rely on Montague grammar, widespread worldwide, despite the fact that many linguists agree that Tichý's global intensional approach is simpler and more transparent [8].

The aim of this paper is to combine the linguistic area (the Montague principles) with the resource-oriented character of linear logic combined with predicates, i.e. predicate linear logic [9] [10] and polarized locus trees of ludics [11] [12]. The original Montague theory operates with first-order predicate logic (FOPL) [13]
while ludics comes directly from propositional linear logic [14]. Predicate linear logic (extending propositional linear logic by predicate symbols and quantifiers) seems to be the appropriate tool allowing the combination of the following: handling the predicates, a resource-oriented character and modelling the meaning by extensions/intensions.

Therefore, the main focus, herein, is the link between linguistics and logic as shown in Fig. 1, focusing on a demonstration of new uses of predicate linear logic in computer science, deviating from the standards.

![Figure 1](image-url)  
Interconnection of linguistics and logical areas

## 2 Montague Grammar

Richard Montague, author of the **Montague grammar** (MG) [15] [16] [17], claims that syntax and semantics of natural language and formal languages may be described only using a mathematically precise theory.

MG, despite its name referring to syntax, comprises two elements - syntactic and semantic - being in a definite relationship. Syntactic-semantic analysis of sentences is possible by using the principles of compositionality, the concept of possible worlds, FOPL, typed λ-calculus, categorical grammar and formal intensional language [18]. MG consists of these elements:

- **Vocabulary** – a finite set of elementary terms
- **Grammar** – a set of rules that allows creating complex expressions from simple expressions from the vocabulary
- **Assig a meaning to elemental expressions using a basic set of objects**
• Rules designed to determine the meaning of a compound term – carried out in the order of importance of the individual elements of the particular complex expression

The first two elements are related to the syntactic part - they allow keeping the infinite set of all possible sentences, while the latter two elements deal with the semantics - they allow to assign meanings to language expressions.

The syntactic part of Montague's work contains:

• Vocabulary - lexical units of the vocabulary are assigned to the appropriate categories
• Basic and derived categories - by using a rich categorical grammar
• Syntactic rules – these describe how the lexical units of basic and derived categories are transformed into compound terms

The semantic part of Montague's work contains:

• Syntactic and semantic definition of meaningful expressions of the language of intensional logic – a formal language is used for natural language interpretation
• Semantic types – these come with the corresponding syntactic categories
• Semantic rules – these come with the corresponding syntactic rules

The logical analysis of the language is carried out in two stages:

1  By applying Montague categorical grammar - natural language is reconstructed using a formal categorical language without semantics.

2  By applying Montague intensional logic - the resulting language is translated into another formal language of intensional logic, already having semantics. The basic principle in this is that all expressions in the process of translation are first "intensionalized"; however, a part of these are "extensionalized" later on.

Montague’s approach is locally intensional - the meaning of an expression is its extension and it only accesses intensions in some specific contexts. Montague defines operators \(^\wedge\) and \(\lor\). The \(^\wedge\) unary operator increases the intension - it modifies the expression \(E\) to an expression whose extension is intension \(E\). The \(\lor\) unary operator is inverse to \(^\wedge\) and decreases the intension.
### 3 Predicate Linear Logic

In this article, the authors introduce a predicate linear logic (PLL) [19] instead of propositional linear logic. It is necessary to describe the syntax, semantics and proof system of the PPL. Permissible forms of PLL formulas may be as follows:

- **Elementary formula** $p$ and metavariables $A$, $B$, which express the action, reaction, literal or source
- **Logical constants** $1$, $0$, $\bot$, $\top$
- **Atomic predicates** $P(t, ..., t)$, which represent an application of a predicate symbol $P$ on a finite number of terms $t$
- **Intensional logical connections** $\otimes$, $\wp$ and extensional logical connections $\oplus$, $\&$
- **Linear implication** $\rightarrow$, negation ($\neg$)
- **Exponentials** "of course" $!$ and "why not" $?$
- **Quantifiers** - universal quantifier $\forall$ and existential quantifier $\exists$

Using the previous definitions, the **PLL syntax** can be described as:

$$ A ::= a_n | 1 | 0 | \top | \bot | P(t, ..., t) | A \otimes B | A \& B | A \oplus B | A \wp B | A \rightarrow B | A^\perp | !A | ?A | (\forall x)A | (\exists x)A $$

The syntax of the terms $t$ is the following:

$$ t ::= x | c | f(t, ..., t) $$

where $x$ is a variable, $c$ is a constant and $f(t, ..., t)$ is an application of a functional symbol on the terms.

In this article, the authors focus on the Heyting semantic tradition and intensional fragment of linear logic. The Heyting semantic tradition deals with the meanings of formulas ($1$ for a linear sense and $\bot$ for a linear nonsense). The **intensional fragment of PLL** can be described using the following syntax:

$$ A ::= a_n | 1 | \bot | P(t, ..., t) | A \otimes B | A \wp B | A \rightarrow B | A^\perp $$

Sequents, [20] the essential elements of the **linear deductive system** [21], can be described as expressions in the following form:

$$ \Gamma \vdash \Delta $$

where $\Gamma = (A_1, ..., A_n), \Delta = (B_1, ..., B_m), m, n \in \mathbb{N}_0$, represents the end sequence of predicate linear logic formulas.

Sequent $\Gamma \vdash \Delta$ means that the sequence of formulas $\Gamma$, called antecedent, consists of a set of assumptions, from which the sequence of formulas $\Delta$, called succedent,
is derivable. If we imagine the set $\Gamma$ as an intensional conjunction of assumptions $A_1 \otimes \ldots \otimes A_n$ and consider the set $\Delta$ to be the extensional disjunction of conclusions $B_1 \oplus \ldots \oplus B_m$, a sequence entry has the following form:

$$A_1 \otimes \ldots \otimes A_n \vdash B_1 \oplus \ldots \oplus B_m \tag{5}$$

It means that if all sequence formulas on the left side are applicable, at least one formula from the right side has to be applicable.

For the purpose of this article, only a small part of the PLL sequent calculus has to be defined here. It contains the following rules:

\[
\begin{align*}
A \vdash A & \quad (id) \\
\Gamma, \Sigma \vdash B, \Pi & \quad (\otimes_r) \\
\Gamma, A \vdash B, \Delta & \quad (\neg r)
\end{align*}
\]

\[
\begin{align*}
\Gamma, A & \vdash A, \Delta \\
\Gamma, \Sigma & \vdash A \otimes B, \Delta, \Pi & (\otimes_r) \\
\Gamma & \vdash A \rightarrow B, \Delta
\end{align*}
\]

\[
\begin{align*}
\Gamma & \vdash A, \Delta \\
\Gamma & \vdash A, \Delta & (\exists r) \\
\Gamma & \vdash A, \Delta & (\forall r)
\end{align*}
\]

\[
\begin{align*}
\Gamma, A & \vdash A, \Delta \\
\Gamma & \vdash (\exists x)A, \Delta & (\exists r) \\
\Gamma & \vdash (\forall x)A, \Delta & (\forall r)
\end{align*}
\]

\[
\begin{align*}
\Gamma, A & \vdash A, \Delta \\
\Gamma & \vdash A, \Delta & (\exists r) \\
\Gamma & \vdash (\forall x)A, \Delta & (\forall r)
\end{align*}
\]

\[
\begin{align*}
\Gamma, A & \vdash A, \Delta \\
\Gamma & \vdash A, \Delta & (\exists r) \\
\Gamma & \vdash (\forall x)A, \Delta & (\forall r)
\end{align*}
\]

\[
\begin{align*}
\Gamma, A & \vdash A, \Delta \\
\Gamma & \vdash A, \Delta & (\exists r) \\
\Gamma & \vdash (\forall x)A, \Delta & (\forall r)
\end{align*}
\]

\[
\begin{align*}
\Gamma, A & \vdash A, \Delta \\
\Gamma & \vdash A, \Delta & (\exists r) \\
\Gamma & \vdash (\forall x)A, \Delta & (\forall r)
\end{align*}
\]

\[
\begin{align*}
\Gamma, A & \vdash A, \Delta \\
\Gamma & \vdash A, \Delta & (\exists r) \\
\Gamma & \vdash (\forall x)A, \Delta & (\forall r)
\end{align*}
\]

\[
\begin{align*}
\Gamma, A & \vdash A, \Delta \\
\Gamma & \vdash A, \Delta & (\exists r) \\
\Gamma & \vdash (\forall x)A, \Delta & (\forall r)
\end{align*}
\]

\[
\begin{align*}
\Gamma, A & \vdash A, \Delta \\
\Gamma & \vdash A, \Delta & (\exists r) \\
\Gamma & \vdash (\forall x)A, \Delta & (\forall r)
\end{align*}
\]

4  **Ludics Theory**

**Ludics** [22] [23] is a PLL extension, while it includes a space-time substantiating calculus using Gentzen-style sequences. The author of this theory is Jean-Ives Girard, who called it Locus Solum [24]. The basic principle of this calculus is handling positions of linear logic formulas, while ignoring their contents.

In ludics, **time** is the change in polarity of the individual units (called clusters) within the proof tree. Polarization can be explained as categorization of logical connections to positive and negative linear logic connections. Logical connections, linear logic constants, exponentials and quantifiers can be classified as follows:

- **Positive** – $\otimes, \oplus, 1, 0, \exists, !$
- **Negative** – $\&, \emptyset, T, \bot, \forall, ?$
- **Special** - $\neg\neg$ represents dependent polarity, $(.)^\perp$ causes the flipping of polarity

The properties of focalization and invertibility are used in ludics. Focalization allows closing several consecutive instances of proof, incurred by applying deriving rules that establish a positive intensional conjunction or existential quantifier as an instance of proof. We can call this instance of proof, a cluster of positive formula values. Invertibility allows closing several consecutive instances of proof indicating a negative intensional disjunction or universal quantifier as one instance of proof. We can call this instance of proof a cluster of negative formula values. An instance of the formula within the proof tree therefore represents an alternation of positive and negative clusters. Changing the polarity in a proof
instance – from positive to negative or from negative to positive – is an incrementation of logical time.

In ludics, space represents linear formulas as arguments without the cut rule and all the logical information. In ludics, neither the truth nor the content of a formula are essential in the proof tree. The only important factor is its location, known as $\xi$. The proof tree that contains only location data (it does not work with the formulas but with addresses) is a design. Immediate subformulas of the $A$ formula are enumerable, while the number of immediate subformulas can be labelled as $B_i, B_{ij}, B_{ijk}, \ldots$, where $i, j, k$ are positive integers - biases and $i, ij, ijk$ are concatenations of particulate biases $i, j, k$. Then the address (also called locus) is the final sequence of the biases. If all the data, except the formula addresses, are removed in the sequences used in argument, we get a pitchfork, in the following form:

$$\xi \vdash \Lambda$$  \hspace{1cm} (7)

where $\xi$ represents a single address (i.e. a locus, which can also be empty) and context $\Lambda$ is a finite set of addresses. Locus $\xi$ and context $\Lambda$ are pairwise disjoint.

In pitchfork calculus, the following rules apply:

The daimon axiom:

$$\frac{}{\vdash \Lambda} (\ast)$$  \hspace{1cm} (8)

Positive and negative rules:

$$\frac{\vdash \xi \cdots \vdash \Lambda \cdots}{\vdash \Lambda, \xi} (+, \vdash, \xi, I) \hspace{1cm} \frac{\vdash \Lambda, \xi \cdots}{\vdash \xi \vdash \Lambda} (-, \xi \vdash N)$$  \hspace{1cm} (9)

5 Application of Ludics on Natural Language Sentences

The solution discussed herein consists of two parts – a linguistic one and a logical follow-up to it. Its result will be the creation of a space-time characteristics of the specific natural language sentence, analysed by the Montague grammar.

5.1 Linguistic Section - Translation of a Sentence into Formal Language

We decided to work with the English sentence "Every hero seeks a princess but some may find a dragon.", on which it is possible to demonstrate how Montague handles an intentional context. The sentence consists of lexical units from the following categories:

- *Seek* and *find* are from the category of transitive verbs $TV$
• *Hero*, *princess*, and *dragon* are from the category of common nouns $CN^1$

This sentence is correctly formed according to [15], so it has a correct syntax. It has multiple meanings, but it will be sufficient to choose the "de dicto" form, for which there will be a single syntax tree (Fig. 2) and a single derivation tree to illustrate the translation into the language of logic (Fig. 3).

![Syntax Tree](image)

Figure 2
Syntactic derivation of a sentence

The syntactic rules used in the syntactic derivation are the following ($\times$ represents concatenation):

- $S_2$: *a/an, some/every* $\times$ $CN \rightarrow T$
- $S_4$: $T \times IV \rightarrow t$, while the $IV$ verb is replaced by its form in 3rd person singular
- $S_5$: $TV \times T \rightarrow IV$
- $S_{13}$: $T \times T \rightarrow T$

Semantic rules are used in the translation (in which the symbol $\mapsto$ represents "translate into", $\theta$, $\vartheta$ are the translated expressions and $\theta'$, $\vartheta'$ are the results of the translation in logical language):

- $T_1$: $\theta \mapsto \theta'$, where $\theta'$ represents the translation of lexical units into logical language
- $T_{2\text{-}every}$: $\theta \mapsto \lambda P \forall u(\theta'(u) \rightarrow P(u))$
- $T_{2\text{-}some}$: $\theta \mapsto \lambda P \exists u(\theta'(u) \otimes P(u))$
- $T_4$, $T_5$, $T_{13}$: $(\theta, \vartheta) \mapsto \theta'(* \vartheta')$

---

$^1$ In the syntax tree, the category of terms $T$ and the category of intransitive verbs $IV$ are used.
Translation of the sentence into the language of intensional logic

It is obvious that the logical expression that arose after the translation of the sentence into the language of intensional logic is too complicated and further work with it would be cumbersome. We can simplify the translated expression and modify it to make it more acceptable and suitable for further processing. The resulting logical representation of the aforementioned sentence is:

\[
(\forall u(H(u) \rightarrow \exists v(P(v) \land S(u,v)))) \land (\exists u(H(u) \land  \\
\exists w(D(w) \land F(u,w))))
\]  

(10)

The formula – the result of applying the original Montague principles – is a formula of FOPL that is not compatible with ludics. Therefore, we used the symbols of PLL by using its intensional fragment:

\[
(\forall u(H(u) \rightarrow \exists v(P(v) \otimes S(u,v)))) \otimes (\exists u(H(u) \otimes  \\
\exists w(D(w) \otimes F(u,w))))
\]  

(11)

\[
(\forall u(H(u) \rightarrow \exists v(P(v) \land S(u,v)))) \land (\exists u(H(u) \land  \\
\exists w(D(w) \land F(u,w))))
\]  

Figure 3
5.2 Logical Section - Translation of a Sentence into Formal Language

Fig. 4 shows a proof of formula $(\forall u (H(u) \rightarrow \exists v (P(v) \otimes S(u,v)))) \otimes (\exists u (H(u) \otimes \exists w (D(w) \otimes F(u,w))))$ in Gentzen sequent calculus of PLL. The following contexts are used in the proof:

$$\Gamma = \{(H(u))^\uparrow, (P(v))^\uparrow, (S(u,v))^\uparrow, (H(u))^\downarrow, (D(w))^\downarrow, (F(u,w))^\downarrow\}$$

$$\Sigma = \{(H(u))^\uparrow, (D(w))^\downarrow, (F(u,w))^\downarrow\}$$

$$\Delta = \{(H(u))^\downarrow, (P(v))^\downarrow, (S(u,v))^\uparrow\}$$

$$\Theta = \{(H(v))^\uparrow, (S(u,v))^\downarrow\}$$

$$\Lambda = \{(H(w))^\downarrow, (F(u,w))^\downarrow\}$$

(12)

When applying ludics, first, the spots in the proof tree, where the polarity changes from positive to negative and vice versa are marked; thanks to that, a polarized tree emerges from the derivation tree. Red + and - signs in parentheses on the left of the line separating the proof tree steps (instantions) indicate the polarity of the formula.

Next, we simplify the polarized tree by clustering formulas with the same polarity to form a reduced tree showing sequential time incrementation (Fig. 5).

The reduced tree uses the following:

- Substitution of formulas and subformulas:

$$B = P(v) \otimes S(u,v)$$

(13)

- Contexts:

$$\Gamma = \{(H(u))^\uparrow, (P(v))^\downarrow, (S(u,v))^\downarrow\} \quad \Gamma_4 = \{(D(u))\}$$

$$\Gamma_1 = \{(H(u))^\downarrow\} \quad \Gamma_5 = \{(F(u, w))\}$$

$$\Gamma_2 = \{(P(v))^\downarrow, (S(u,v))^\uparrow\} \quad \Gamma_6 = \{(D(u))\}$$

$$\Gamma_3 = \{(H(u))\} \quad \Gamma_7 = \{(D(u))\}$$

$$\Gamma_8 = \{(S(u, v))\}$$

(14)
Figure 4
Prof tree of the predicate linear formula

Figure 5
Reduced tree showing incrementation of logic time

Figure 6
Address tree showing logic space
The address tree represents the logical space, thanks to assigning addresses to formulas and subformulas (Fig. 6). Contexts (denoted by $\Delta$) in Fig. 6 are substituted by appropriate loci ($\xi$):

$$\begin{align*}
\Delta &= \xi \\
\Delta_3 &= \xi_3 \\
\Delta_{11} &= \xi_{11} \\
\Delta_1 &= \xi_1 \\
\Delta_4 &= \xi_4 \\
\Delta_{21} &= \xi_{21} \\
\Delta_2 &= \xi_2 \\
\Delta_5 &= \xi_5 \\
\Delta_{211} &= \xi_{211}
\end{align*}$$

(15)

Conclusions

The contribution of this article is a description of a nontraditional connection between the linguistic domain (the meaning of natural language sentences by MG) and the logical domain (Ludics theory, which allows natural language sentences to be placed in logical space and time). PLL is used to describe limited resource issues, and usually not as a tool of LANL. Revealing suitable properties of PLL (intensional character, high expressiveness due to operating with two conjunctions and two disjunctions, constants not only for truth/false but also sense/nonsense, description of changing states of the world together with the possibility to capture consumption of resources and others) allows it to be used in this area. The presented linguistic-logic connection is the starting point for our research, in which we try to move from the abstract syntax of the language (the level of MG trees) through the semantic interpretation (the level of MG formulae) to interactions in dialogues (the level of Ludics design).

The future remains open, as there are several possibilities, as to where one can proceed with the knowledge gained in this work. Working with the Montague grammar, the Authors wish to extend the original fragment of English language PTQ in Montague’s theory or to create a similar custom fragment of Slovak language (for which there would be custom categories, types and corresponding syntactic and semantic rules). Within the complex logical analysis of natural language, it is possible to compare Montague and Tichý's approaches, based on the fact that even if Tichý's transparent intensional logic is often overlooked, it is considered to be a more progressive one (due to the fact that Tichý considered the set of possible worlds as a grammatical category and he introduced the two-sorted type theory). Artificial intelligence may also be used with computational linguistics, which may be the future of automated natural language processing. It is also possible to modify PLL and MG into a single complex logical system, which would allow manipulation of natural language sentences directly, without the need for two-step processing. Focusing on ludics, the natural extension of this work would be modelling natural language dialogues, by using interactions in the form of players' turns in gaming spaces. In future research, we would like to investigate the possibility of designing a solution based on the outcomes of the research published herein, using specialized hardware based on data flow computation control, including operating memory hardware [25], where we will try to include granularity [26] in the design of a security automated solution [27].
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