
Acta Polytechnica Hungarica Vol. 18, No. 8, 2021 

 – 201 – 

Efficient Prediction of the First Just Noticeable 

Difference Point for JPEG Compressed Images 

Boban Bondžulić1, Nenad Stojanović1, Vladimir Petrović2, 

Boban Pavlović1, Zoran Miličević1 

1 Military Academy, University of Defence in Belgrade 

Veljka Lukića Kurjaka 33, 11000 Belgrade, Serbia 

2 Faculty of Technical Sciences, University of Novi Sad 

Trg Dositeja Obradovića 6, 21000 Novi Sad, Serbia 

e-mails: boban.bondzulic@va.mod.gov.rs, nenad.m.stojanovic@vs.rs, 

vladimir.petrovic@uns.ac.rs, boban.pavlovic@va.mod.gov.rs, 

zoran.milicevic@vs.rs 

Abstract: In this paper, we show that a high-level of correlation exists between a simple 

image feature – mean gradient magnitude and the peak signal-to-noise ratio (PSNR) of the 

first just noticeable difference point for JPEG image compression. On the basis of this 

observation, we proposed a method to estimate the JPEG quality factor which represents 

the effective limit between perceptually lossy and lossless coding as the PSNR of the first 

just noticeable difference point. The goal is optimal image/video coding, at the lowest 

compression bit-rate that ensures perceptually lossless output image quality. We also show 

that this feature can be used to predict higher PSNR just noticeable difference points. 

Keywords: JPEG; just noticeable difference points; peak signal-to-noise ratio; 

perceptually lossless 

1 Introduction 

In recent years there has been a rapid development of systems for digital 

processing, transmission, and display of image/video content [1, 2]. This 

development has led to great interest in efficient image compression techniques, 

which are capable of improving the compression ratio and image quality [3, 4]. 

Various compression standards have been developed for image archiving and 

transmission, such as JPEG and JPEG 2000, and intraframe profiles of H.264, 

H.265, and VVC video coding techniques have been used [5]. Among these 

techniques, JPEG compression is the most common due to its low complexity [6]. 

mailto:boban.bondzulic@va.mod.gov.rs
mailto:nenad.m.stojanovic@vs.rs
mailto:novovic.lena@gmail.com,%20vladimir.ostojic@uns.ac.rs,%20djordje.starcevic@uns.ac.rs%20,%20vladimir.petrovic@uns.ac.rs
mailto:boban.pavlovic@va.mod.gov.rs
mailto:zoran.milicevic@vs.rs


B. Bondžulić et al. Efficient Prediction of the First Just Noticeable Difference Point for JPEG Images 

 – 202 – 

Image compression techniques eliminate coding and spatial redundancy, taking 

into account some of the features of the human visual system (HVS) – visual 

redundancy. Thanks to these features, various perceptual quantization schemes, 

and perceptual models have been developed and built into coding systems. Thus, 

by applying just noticeable difference (JND) models, compression efficiency can 

be improved. JND models estimate the maximum degradation of the visual signal 

that the HVS will not notice [7]. Therefore, JND can be viewed as a perceptual 

threshold in image/video processing applications and can be used for perceptual 

image compression. In addition to compression, JND is successfully used in the 

objective assessment of image quality, in all three assessment techniques           

(no-reference [8], reduced-reference [9], and full-reference [10]), leading to 

performance improvements. 

Existing research on JND can be divided into three main areas: 1) subjective 

research with the aim of collecting JND annotations, 2) mathematical modeling of 

the distribution of JND points and 3) prediction of the distribution of JND points 

for a given image or video [5]. The research in this paper can be classified in the 

third area, with the aim of efficiently predicting the first JND point of images with 

JPEG compression. 

2 Related Works 

Traditional JND models can be divided into pixel-wise models, in which the JND 

threshold is determined for each pixel individually, and sub-band models in which 

JND thresholds are determined for each sub-band coefficient after switching to 

one of the transform domains. In most pixel-wise models, the effects of luminance 

adaptation and contrast masking are used, while in the sub-band model, the 

contrast sensitivity function plays a dominant role in determining the visibility 

threshold [11]. As in these models, the JND threshold is determined for each pixel 

or sub-band separately, and which does not properly reflect the total effect of 

image masking, in recent years picture-wise JND has been investigated, which 

measures the maximum image difference that HVS will not notice [12]. 

Recent research shows that observers differentiate between a finite number of 

image quality levels, as well as, that the relationship between perceptual 

distortions and bit-rate/distortion level is not a smooth but rather a step-wise 

function [13-15]. The steps of this function represent the JND points. The first and 

most significant JND point refers to the transition between a pristine and an image 

with visible distortions, or rather the transition from perceptually lossless to 

perceptually lossy encoding [16]. The second JND point was obtained by 

detecting noticeable differences from the first JND point (anchor). Lower JND 

points are used as anchors to determine higher JND points. 
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JND points can be used to determine the satisfied-user-ratio (SUR) curves, taking 

into account that the user is satisfied with the visual test signal in relation to the 

reference visual signal, i.e. the difference in the quality of these two signals is 

below the JND threshold. SUR modeling that reflects user satisfaction is more 

suitable for streaming and coding applications than mean opinion scores which 

generally use a five-level scale (from the worst to excellent) [17]. 

JND-based subjective quality analysis has been conducted on JPEG [13, 18, 19], 

JPEG 2000 [19, 20], H.265 [20] and VVC compressed images [21, 22], and on 

H.264 [14, 15] and H.265 compressed videos [23], with results in publicly 

available JND-based image/video datasets. 

Several JND prediction methods were proposed based on these data. JND 

prediction described in [24] uses local quality and masking models to form a 

feature vector used in a support vector regressor (SVR) with the aim of predicting 

the SUR curve from which the first JND can be derived. This method was 

extended to predict the second and third JND points in [25]. In [23] a feature set 

derived from the non-compressed source is input into a SVR to predict the first 

JND. A deep learning approach in [26] defines the quality factor of the first JND 

based on learning the SUR curve of the JPEG compressed image. In further 

research, the authors from [26] optimized the proposed architecture and applied a 

feature learning instead of a fine-tuning approach, which led to a significant 

reduction in computational cost and performance improvement [27]. A sliding-

window-based search strategy to predict JND based on a deep learning 

perceptually lossy/lossless predictor was proposed in [28]. These prediction 

methods can be used in perceptual quality assessment and adaptive perceptual 

image/video coding [29]. 

Research in this paper is focused on the most widespread type of image distortion, 

JPEG compression. Therefore, the JND analysis was performed on MCL-JCI 

image dataset [13], which contains information on the JND points of JPEG 

compressed images. This database was used to predict JND points in [26-28].    

The mean absolute error (MAE) of the PSNR between the predicted and ground 

truth JND distributions was used as a prediction accuracy measure. In [26] a 

convolutional neural network using a 12,288-dimensional vector trained on 45 and 

tested on the remaining 5 sources over 10 iterations yielded a MAE for the first 

JND point of 0.69 dB. The deep learning approach from [27] uses a 30,144-

dimensional vector, and it achieved an even better result in estimating the first 

JND point with an MAE of 0.58 dB. Through five-fold cross-validation, the deep 

learning approach from [28] reached an MAE of 0.79 dB. 

In this paper, we show that a much simpler approach using the mean gradient 

magnitude (MGM) of the source non-compressed image can be used to reliably 

predict the first JND point of JPEG compression. The method does not require 

complex vision or masking models and determines the optimal JPEG quality 

factor (QF) through a simple rate-distortion function using the computationally 

efficient PSNR metric for objective quality assessment. Reaching the desired 
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PSNR value of JPEG lossy compressed images has been the subject of various 

studies [30-34], and the results can be used here to accelerate the proposed 

approach. 

3 Dataset Description 

Prediction of the first JND (JND #1) was performed on the MCL-JCI dataset, 

which consists of 5,000 JPEG compressed high-resolution images (1080x1920) 

[13], obtained by varying the JPEG quality factor from 1 (worst) to 100 (best 

quality) to generate 100 compressed images for each of the 50 different source 

images. A total of 150 observers evaluated the images using the bisection method 

with at least 30 scores gathered for each image. In this method, observers compare 

compressed images obtained with different quality factors and determine the 

visual threshold when there are no differences between them. Bisection search 

was adopted to speed up the procedure, i.e. to reduce the number of comparisons 

through an iterative procedure with division into half-quality intervals.               

The distribution of multiple JND points was modeled by a Gaussian mixture 

model [13]. 

   

 (a) (b) 

  

 (c) (d) 

Figure 1 

(a) original image with some large homogeneous areas, (b) original image rich with details, (c) and (d) 

are SQF functions of corresponding images above 
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 (a) original (b) original 

  

 (c) JND #1 (QF=46, SQF=0.94) (d) JND #1 (QF=42, SQF=0.90) 

  

 (e) JND #2 (QF=39, SQF=0.92) (f) JND #2 (QF=18, SQF=0.55) 

  
 (g) JND #3 (QF=28, SQF=0.71) (h) JND #3 (QF=10, SQF=0.27) 

Figure 2 

Regions from the original and JPEG coded images (denoted by the red dots in Fig. 1) 



B. Bondžulić et al. Efficient Prediction of the First Just Noticeable Difference Point for JPEG Images 

 – 206 – 

The subjective trial results are presented through stair quality functions (SQF) 

obtained through analysis and post-processing of raw JND data. They show that 

human observers differentiate between 4 and 8 quality levels. Also, the results are 

mapped into 243 SQF points (linking all quality factors which do not produce a 

noticeable difference), with each original image having at least 3 JND points 

mainly depending on the complexity of the depicted scene. 

For images that are rich in detail, due to the masking effect, the number of JND 

levels (points) will be lower than for images that have large homogeneous regions. 

Examples for two images are given in Fig. 1, one with large homogeneous regions 

(Fig. 1a) and the other rich in detail (Fig. 1b). Along with original images, SQF 

functions (higher is better) are provided – Figs. 1c and 1d. Zoomed versions (blue 

rectangles in Figs. 1a and 1b) of original and JPEG coded images at three lowest 

successive SQF levels (red dots in Figs. 1c and 1d) are shown in Fig. 2. 

From Fig. 2 it can be seen that the images corresponding to JND #1 are of high 

quality and that there is no noticeable difference from the original. On the other 

hand, block effects can be seen in images corresponding to higher JNDs, and the 

difference from the original is noticeable. 

4 Results and Analysis 

As the images from MCL-JCI dataset are in RGB color format, their conversion to 

grayscale (luminance) images was first performed, using the weighted sum of the 

R (red), G (green) and B (blue) components: 

 , 0.299 ( , ) 0.587 ( , ) 0.114 ( , )f n m R n m G n m B n m   . (1) 

We analysed a set of simple features derived from the grayscale images in the 

MCL-JCI dataset – signal standard deviation, entropy, and MGM, and determined 

that MGM has the best agreement with PSNR of the first JND point. Specifically, 

MGM was determined on an NxM grayscale image from the responses to 2D 

Sobel filters applied to it (gx and gy): 

( , ) ( 1, 1) 2 ( 1, ) ( 1, 1)

[ ( 1, 1) 2 ( 1, ) ( 1, 1)]

xg n m f n m f n m f n m

f n m f n m f n m

       

       
, (2) 

and 

( , ) ( 1, 1) 2 ( , 1) ( 1, 1)

[ ( 1, 1) 2 ( , 1) ( 1, 1)]

yg n m f n m f n m f n m

f n m f n m f n m

       

       
. (3) 

From the resulting gx and gy oriented gradient components, MGM information is 

easily obtained according to: 
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2 2

,
max

1 1
( , ) ( , )x yn m

MGM g n m g n m
NM g

  , (4) 

where gmax is the maximum magnitude value, taken as gmax=4.472 for grayscale 

images with a dynamic range 0 to 1 [35] (image f which is an 8-bit unsigned 

integer array with a range of 0 to 255 is linearly scaled to a dynamic range of 0 to 

1 with double-precision 64-bit format). 

Mean gradient magnitude can be viewed as a descriptor of image contrast and 

texture, which are relevant for visibility masking estimation because in regions 

that contain more non-uniform contents more distortion can be tolerated than in 

regions with homogeneous content. This is confirmed in the Fig. 3, which shows 

the original uncompressed images from the MCL-JCI dataset with the smallest 

and largest MGM values. For these two images, the first JND points correspond to 

JPEG compression quality factors of QF=63 and QF=32 [13], respectively. Fig. 3 

also shows JPEG compressed versions of the original images with QF=32, which 

corresponds to the first JND point of the image with the maximum MGM value. 

For this image, no compression degradations are observed, while for an image 

with a minimum MGM value, the image degradations are noticeable in uniform 

regions. 

  
 (а) original image (MGM=0.0122) (b) original image (MGM=0.0902) 

  

 (c) JPEG compressed image (QF=32) (d) JPEG compressed image (QF=32) 

Figure 3 

Original images from the MCL-JCI dataset with: (a) the smallest and (b) the largest MGM values and 

(c) and (d) their JPEG compressed versions with QF=32 
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PSNR is the most widely used full-reference metric and is defined via the mean 

squared error (MSE), computed by averaging the squared intensity differences of 

distorted (d) and reference (f) images, [36]: 

 
2

1 1

1
( , ) ( , ) ( , )

N M

n m

MSE d n m f n m
NM  

 d f  (5) 

 2

10( , ) 10 log / ( , )PSNR L MSE d f d f  (6) 

where N and M are the image dimensions and L is the dynamic range of the image. 

Fig. 4 shows the correlation which we obtained between MGM and PSNR of JND 

#1 modelled through a second-order mapping function. Based on this observation, 

we divided the MCL-JCI data into a training set of 25 randomly selected source 

images which we used to train a mapping function between MGM and 

corresponding PSNR of JND #1 points on the condition that it is a falling 

function, which effectively stays constant after reaching its minimum: 

2

1 2 3

min

,
( )

,

c

c

p MGM p MGM p MGM MGM
PSNR MGM

PSNR MGM MGM

   
 



, (7) 

where MGMc is the mean gradient magnitude for which the mapping function 

reaches its minimum value (PSNRmin). 

Obtained least-squares fit parameters, p1, p2, and p3 were then used to predict the 

PSNR of the JND #1 of the remaining 25 source images (test set). Such 

randomised dataset division, training, and evaluation was repeated 200 times. 

 

Figure 4 

Mean gradient magnitude and PSNR of the first JND of the MCL-JCI source images (second order 

mapping function, solid line) 
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Prediction function obtained using mean parameter values over the 200 training 

runs, [p1, p2, p3] = [2115.5, -377, 46.4], is shown on Fig. 5, and is given by: 

22115.5 377 46.4, 0.0896
( )

29.58, 0.0896

MGM MGM MGM
PSNR MGM

MGM

   
 



, (8) 

where for MGM=0.0896 the mapping function reaches its minimum value 

(PSNRmin=29.58 dB). 

 

Figure 5 

PSNR prediction of the first JND point based on MGM 

Agreement between predicted and actual PSNR values of JND #1 over 200 runs 

measured through linear correlation (LCC), Spearman and Kendall rank-order 

correlations (SROCC, KROCC), and MAE is provided in Table 1 (mean 

agreement). The metrics show a high level of agreement between the predicted 

and ground truth PSNR of JND #1 (determined from subjective experiments). 

Table 1 

Mean agreement between the predicted and ground truth PSNR of JND #1 

LCC (%) SROCC (%) KROCC (%) MAE (dB) 

91.54 90.44 75.05 1.21 

This can be compared to five- and ten-fold cross-validation deep learning 

approaches [26-28] which yielded a MAE of 0.69 dB, 0.58 dB, and 0.79 dB, 

respectively. We show that an MAE of just 0.6 dB more can be obtained with a 

significantly simpler and faster approach on a far less favourable 50/50% dataset 

split. 

Fig. 6 shows predicted PSNR values of JND #1, PSNR(MGM), obtained using the 

proposed approach and their relationship to the ground truth of the first three JND 

points, obtained through subjective trials and sorted in ascending JND #1 order. 
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Prediction function used mean parameter values obtained over the 200 training 

runs, Eq. 8. 

 

Figure 6 

Predicted PSNR of JND #1 and PSNR values of the first three JND points  

obtained from subjective trials 

From Fig. 6 it can be seen that the predicted JND #1 PSNR is greater than PSNR 

of JND #2 in 43 out of 50 sources and greater than PSNR of JND #3 in 46 out of 

50, which suggests that a small bias in the predicted PSNR, of ~1.2 dB (MAE in 

Table 1), would eliminate practically all prediction errors and ensure that we 

always obtain an image with no visible compression artifacts. Another way to 

achieve this would be to use a minimum regional MGM instead of a globally 

determined value, which could focus on the most sensitive region but would also 

reduce the achievable compression ratios and thus our method’s efficiency. 

The proposed prediction method trained and validated on the MCL-JCI data was 

tested using independent high resolution (1600x1280) source images from a 

different dataset – JPEG XR [37]. Fig. 7 shows the relationship between PSNR 

and quality factor QF for JPEG XR images woman and p30 with marked target 

JND #1 PSNR and corresponding QF, 38 and 28 respectively. QF is shown in its 

full range, 1 to 100, while in real applications PSNR of JND #1 could be sought in 

iterative procedures over a significantly narrower practical range. 
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 (a) (b) 

Figure 7 

Relationship between PSNR and compression level (quality factor) of test images from the JPEG XR 

dataset: (a) test image woman and (b) test image p30 

Fig. 8 shows JPEG XR test images woman and p30 optimally compressed using 

QF to match the PSNR of JND #1 predicted through Eq. 8 using parameters 

defined above, where no distortions are apparent on normal viewing, as well as 

zoomed 160x160 pixel sections (1.25% of image size) showing that images were 

indeed compressed with blocky artifacts visible only after enlargement – Fig. 8c 

and Fig. 8d. Using perceptually lossless compression preserves the quality of 

source signals while significantly reducing the bit length required to encode them 

from 2 MB to 182 and 102 kB, with compression ratios of 11 and 20 respectively. 

For reference, lossless JPEG encoding on these images achieves image sizes of 

1.36 MB and 1.17 MB respectively. Also, according to some research, websites 

such as Google and YouTube use JPEG compression with a QF of about 75 [5]. 

By applying the proposed method, significant bit-saving performance in signal 

archiving can be achieved, without perceptual loss of information (for the two 

selected images the optimal QF values are 38 and 28). 

The results shown here were obtained for grayscale images, but analogous results 

can be achieved when the proposed method is applied to color images in the 

MCL-JCI dataset. In that case, even greater compression ratios can be achieved 

for pristine images. 

Furthermore, we also found that a good correlation exists between MGM and 

PSNR of the higher JND points – Fig. 9, and we can use this to allow even greater 

latitude in practical systems setting quality/compression compromise 

automatically. Fig. 9d shows second-order PSNR prediction functions for the first 

four JND points, exhibiting a similar trend, with relative differences of 

approximately 1.4 dB (#1 vs. #2), 1.07 dB (#2 vs. #3) and 0.93 dB (#3 vs. #4). 

Linear correlation between the proposed second-order gradient-based prediction 

and ground truth PSNR of JND points #2, #3, and #4 is above 91%. 
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 (a) (b) 

  
 (c) (d) 

Figure 8 

Test images compressed using the quality factor determined by the proposed method: (a) woman image 

compressed using JPEG QF=38, (b) p30 image compressed using JPEG QF=28, (c) top left 160x160 

pixels of image on Fig. 8a and (d) central 160x160 pixels of image on Fig. 8b 
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 (a) (b) 

 

 (c) (d) 

Figure 9 

Predicted PSNR of JND: (a) #2 (LCC=91.87%), (b) #3 (LCC=91.41%), (c) #4 (LCC=93.2%)  

and (d) second order mapping functions for the first four JND points 

One way to reach the desired PSNR value is by applying an iterative procedure 

with multiple compression and decompression, quality assessment, and changing 

the QF value [30]. However, thanks to the orthogonality of DCT, it is possible to 

estimate the PSNR of the spatial domain based on the MSE calculated in the DCT 

domain [31, 32]. This avoids multiple compression/decompression. 

Suppose that for an p-th block (p=1,…,P, where P is the total number of non-

overlapping blocks) reference image has a set of DCT coefficients F(p,k,l) and the 

distorted image has a set of DCT coefficients D(p,k,l), where k=0,…,7 and 

l=0,…,7. F(p,0,0) and D(p,0,0) are the direct current (DC) coefficients that relate 

to the means in the p-th blocks. The differences between coefficients in the block 

are: 

( , , ) ( , , ) ( , , )D p k l D p k l F p k l   , (9) 

and based on them the MSE in the p-th block can be determined: 

 
7 7

2

0 0

1
( , , )

64
p

k l

MSE D p k l
 

  . (10) 
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Finally, the estimates of MSE and PSNR in the DCT domain for the entire image 

are: 

 
7 7

2

1 1 0 0

1 1
( , , )

64

P P

DCT p

p p k l

MSE MSE D p k l
P P   

    , (11) 

 2

1010 log /DCT DCTPSNR L MSE  . (12) 

Fig. 10 shows a scatter plot between the PSNR values calculated in spatial (Eq. 6) 

and in DCT domains (Eq. 12) for 243 JPEG images from MCL-JCI dataset (all 

JND points). It is easy to see that the PSNR values calculated in the spatial 

domain are practically equal to the PSNR values calculated in the DCT domain. 

 

Figure 10 

Scatter plot of PSNR vs. PSNRDCT for JPEG MCL-JCI images 

The relationship between the PSNR values calculated in the spatial and DCT 

domains is further illustrated in Fig. 11, using a different degree of compression of 

the same image (test image p30 from the JPEG XR dataset). In the DCT domain, 

compression was introduced using quality factors, on the basis of which 

quantization matrices are determined [4]. In this case, too, it is noticed that the 

PSNR values calculated in the spatial domain are practically the same as the 

PSNR values calculated in the DCT domain. In this way, by determining the array 

of DCT coefficients of all image blocks, it is possible to make a prediction of 

MSE and PSNR. Additionally, by changing the quality factor QF, it is possible to 

adjust the QF to reach the desired MSE or PSNR value without iterative 

compression/decompression. Although in this way an accelerated process of 

reaching the desired value of PSNR has been achieved, in our future research we 

will analyze the achievement of the desired value of PSNR JND #1 without 

iterations [33], through two steps [34] and through the use of a limited number of 

blocks [30]. 
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Figure 11 

Relationship between PSNR and PSNRDCT of test image p30 from the JPEG XR dataset for different 

compression levels (quality factors) 

Prediction of the first JND point for MCL-JCI JPEG compressed images can be 

achieved in the PSNR, QF, and bits per pixel (bpp) domains [28]. Therefore, the 

correlation between ground truth values (determined from subjective experiments) 

and their predictions in these three domains were analyzed (Eq. 8 is used for 

prediction with optimal set parameters [p1, p2, p3] defined above). The scatter plots 

between predicted and ground truth measures values of JND #1 are shown in     

Fig. 12, and quantitative indicators of the degree of their agreement (correlations) 

are given in Table 2. 

Fig. 12 and Table 2 show the lowest degree of agreement between QF ground 

truth and predicted values (LCC=40.58%). In the vicinity of the QF ground-truth 

value of JND #1 there is a very wide region of QF values for which the difference 

between compressed images is very difficult to observe by observers (see Fig. 1). 

The width of this region depends on the content of the image. The wider this 

region, the higher the probability that the predicted values will deviate from the 

ground truth values, so there is a small degree of their mutual correlation.          

The degree of agreement between PSNR ground truth and predicted values are 

significantly higher (LCC=92.02%), so it can be concluded that it is necessary to 

use the PSNR domain to predict the first JND point. 

Table 2 

Agreement between the predicted and ground truth PSNR, bpp and QF of JND #1 

 LCC (%) SROCC (%) KROCC (%) 

PSNR 92.02 91.38 75.18 

bpp 78.71 80.04 61.96 

QF 40.58 48.37 35.37 
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(a) 

 

 (b) (c) 

Figure 12 

Predicted vs. ground truth metrics of JND #1: (a) PSNR, (b) bpp and (c) QF 

Conclusions 

This paper demonstrated that simple to compute mean gradient magnitude can be 

used to reliably predict the PSNR of the first just noticeable difference point as the 

limit between perceptually lossless and lossy JPEG image coding. This allows 

adaptive setting and optimisation of compression ratios meaning the proposed 

method can efficiently reach optimally high compression ratios without visible 

distortions or information loss. Furthermore, it can be used to set optimal 

compression ratios over a wider range of increasingly perceptually visible 

differences points. Additionally, this approach can be used to guide watermark or 

hidden message embedding, allowing the embedded information to remain 

undetected by observers. The agreement (linear correlation) between the proposed 

second-order gradient-based prediction and ground truth PSNR for the first four 

JND points is above 91%. Furthermore, the mean absolute error between predicted 

and ground-truth PSNR values of the first and the most important just noticeable 

difference points is 1.21 dB, which is only 0.6 dB worse than the best result 

achieved by applying a significantly more complex deep learning approach on the 

same image dataset. Also, the paper shows that reaching the desired value of 
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PSNR can be accelerated by its determination in the DCT domain. The proposed 

picture-wise approach can be used in the efficient compression of grayscale and 

color images. 

As different parts of the image (or blocks) may have non-uniform and 

homogeneous content, different just noticeable difference values correspond to 

them. Therefore, one of the directions of further research will be a block-based 

prediction of perceptual visual redundancy. Also, in further work, the possibility 

of applying the gradient magnitude as a feature in the video compression just 

noticeable difference points will be analyzed. 
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