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Optimization is a widely used field of science in many applications. Optimization problems
are becoming more and more complex and difficult to solve as the new models tend to be very
large. To keep up with the growing requirements the solvers need to operate faster and more
accurately. An important field of optimization is linear optimization which is very widely
used. It is also often the hidden computational engine behind algorithms of other fields of
optimization. Since linear optimization solvers use a high amount of special linear algebraic
vector operations their performance is greatly influenced by their linear algebraic kernels.
These kernels shall exploit the general characteristics of large-scale linear optimization prob-
lem models as efficiently as possible. To construct more efficient linear algebraic kernels the
critical implementational factors influencing operation performance were identified via per-
formance analysis and are presented in this paper. With the results of this analysis a new
kernel has been developed for the open-source linear optimization solver called Pannon Op-
timizer developed at the Operations Research Laboratory at the University of Pannonia. A
novel application of indexed dense vectors is also introduced which is designed specifically
for linear optimization solvers. Finally a computational study is performed comparing the
performance of vector operations of different linear optimization kernels to validate the high
efficiency of our kernel. It shows that in case of large scale operations the indexed dense
vector outperforms the state-of-the-art open-source linear optimization kernels.
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1 Introduction

Nowadays, there are numerous performance-critical algorithms based on linear al-
gebraic operations. As the efficiency of such algorithms is strongly influenced by
the characteristics of the used linear algebraic kernels, the usage of appropriate data
structures and their implementations are very important. In many cases it is possible
to achieve better overall performance with a kernel exploiting the characteristics of
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the nature of the problem. A common characteristic is sparsity, which heavily ap-
pears in the field of linear optimization (LO). The implementation of data structures
used by LO solvers is not a trivial matter. Several critical factors highly influence
the performance of operations.

In this paper the key implementational factors of sparse linear algebraic data struc-
tures are gathered and analyzed. Based on these a linear algebraic kernel has been
created for the open-source simplex-based LO solver, Pannon Optimizer [1], de-
veloped by the Operations Research Laboratory at the University of Pannonia. A
specialized indexed dense vector has also been designed and implemented to max-
imize performance in such applications [2]. Usage and efficiency of such vectors
have not been published in the literature of linear optimization. The aim of this pa-
per is to show that using a specialized version of indexed dense storage can lead to
major performance improvements in linear optimization.

Besides the used data structures LO has many interesting computational aspects.
Numerical stability can be crucial depending on the nature of the problem since the
side effects of floating point numerical computations can heavily affect the perfor-
mance of the solution algorithm [3]. It can also happen that numerical errors lead
to cycling or stalling [4] of the algorithm which can prevent it from finding the op-
timal solution in reasonable time. Although these aspects play important role in the
performance of LO solvers they are out of the scope of this paper since these are
typically handled with high level logics.

The paper is structured as follows. The introduction briefly describes sparse com-
puting techniques and the commonly used linear algebraic data structures of an LO
solver. It also includes the standard form of the LO problem but it does not ex-
plain LO in a detailed manner as the focus of the paper is about the implementation
aspects of low-level data representation and usage. The second section discusses
how linear optimization solvers benefit from the sparse data structures during vector
transformations and highlight the importance of these operations. The third section
introduces appropriate tools for benchmarking these data structures, while section
four gives an overview of the most widely used open-source LO kernels and the
Pannon Optimizer. Finally, the performance of the new linear algebraic kernel and
two open-source kernels are compared using the CLP [5] and GLPK [6] solvers to
support our findings.

1.1 Sparse computing techniques

If z denotes the number of nonzero valued elements in an m dimensional vector
v the density of v is defined as: ρ(v) = z

m . Sparsity is nothing but low density.
Vectors and matrices of real-life problems submitted to LO solvers are usually very
sparse. To provide high-performance data structures for LO solvers it is necessary to
exploit sparsity, which is a key issue for a meaningful implementation of the revised
simplex method. Stored sparse vectors generally do not explicitly keep information
about every element. They only store the index-value pairs of nonzero entries. The
storage of sparse vectors is much more efficient in this way but this representation
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lacks the direct accessibility of elements. There are many factors influencing the
performance of such data structures. As an example, element access can be speeded
up by storing the pairs in a sorted order by indices. However, the initialization and
insertion of a new element are slower due to the necessity of sorting (Table 1) [7].

Table 1
Operation complexity for different vector types

Operation Dense Sparse sorted Sparse unsorted

Access element O(1) O(log(z)) O(z)
Initialization O(m) O(z · log(z)) O(z)
Insert new element O(m) O(log(z)) O(z)

1.2 Operations of sparse linear algebraic kernels

Sparse linear algebraic kernels usually implement both dense and sparse vectors
since using sparse storage techniques on vectors with high density is very inefficient.
Because of this and the basic differences between dense and sparse vectors dense—
dense, sparse—dense and sparse—sparse operations need to be implemented sepa-
rately. The efficiency of these operations is heavily influenced by the characteristics
of the vector implementations and the algorithm that use these structures. Since
sparse—dense operations are faster most sparse—sparse operations are more effi-
cient if one of the vectors is converted to dense representation and after the operation
is executed the result is converted back to sparse.

Converting a sparse vector into dense representation is called scattering and convert-
ing a dense vector into sparse representation is called gathering. Scatter and gather
are elementary operations of sparse linear algebraic kernels.

When a high amount of sparse—sparse operations is to be executed and the maximal
dimension of the vectors is known it is more efficient to maintain a static array as
working vector and use it for scattering sparse vectors. A static array means that
it is a fixed dimension array allocated at the beginning of the algorithm and is kept
throughout the whole solution process. This working vector needs to be cleared
after every operation which can be done very efficiently if the nonzero pattern of the
vector is known.

1.3 Linear optimization problems

The history of linear optimization was originated in the 1950’s when Dantzig for-
mulated the LO problem [8]. One of the formulations of the LO problem is the
standard form:

minimize cT x,
subject to Ax = b,

x≥ 0,
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where A ∈ Rm×n; c,x ∈ Rn and b ∈ Rm.

The two main solution algorithms are the simplex method [9, 10, 11] and the inte-
rior point methods [12, 13] which give the global optimum of a linear optimization
problem. In this paper, we show our results using the revised simplex method from
which the main operations are highlighted in section 2. The simplex method is an
iterative algorithm. The whole process is started from an initial basis and results in
an optimal one if it exists, while the method iterates through a series of neighboring
bases of the linear equation system. During these a large amount of linear algebraic
operations must be performed. This paper is not intended to compare or evaluate
different theoretical approaches of the simplex method but focuses on implementa-
tional details, which can be commonly applied for each method.

1.4 Linear algebraic data structures of LO solvers

In the past five decades the performance of LO solvers increased by 5 orders of
magnitude. From this 3 orders of magnitude are due to the hardware development of
computers and 2 are due to algorithmic improvements. The need for further perfor-
mance improvements is still an issue, significant breakthroughs were not published
in the past decade. Since the solution time of LO problems is crucial, efficient data
structures can be exploited to achieve good optimization performance. Today’s LO
solvers generally use three different vector representations for storing operational
data as they are shown in figure 1. They have different characteristics in term of
operational complexity and memory requirements [7].

Figure 1
The storage types used in large-scale LO solvers. Note, components of a vector are indexed 0, . . . ,m−1.

Dense vectors are stored as simple arrays. This allows direct access to the elements
and an efficient way of storage if the vector is static (e.g. an auxiliary working vector
that speeds up some computations) and not very sparse. This storage is wasteful in
case of sparse vectors since zeros are stored explicitly. Furthermore dense storage
can cause serious memory issues if large-scale LO problems are considered.
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Sparse vectors are stored as index-value pairs. In this way, elements are only acces-
sible via searching, but the storage need is low if the vector is highly sparse. The
mathematical models of LO problems are generally stored in sparse format. Since
the model is nothing but a sparse matrix it can be stored as a set of sparse row or col-
umn vectors. The state-of-the-art solvers usually sacrifice some memory and store
the coefficient matrix in both ways in order to enhance computational efficiency of
the simplex method [3].

Indexed storage of vectors maintains dense and sparse representations of a vector in
parallel [14]. This enables direct element access and exploits sparsity at the same
time. However, it uses considerably more memory. Operations executed with in-
dexed vectors are even more efficient than with sparse vectors, but changing element
values is costly due to the necessity of maintaining both representations. Indexed
vectors are generally used in sparse operations that involve scattering a sparse vector
into a dense array.

A fourth storage type is based the indexed dense vector introduced in [2], the mod-
ified version of this vector used for linear optimization is introduced by the kernel
of Pannon Optimizer which is shown in figure 2 [15]. Indexed dense vectors are
similar to indexed vectors with the addition of an index pointer vector. This in-
dex pointer vector is a full-length array connecting the nonzero values of the dense
representation to their copies in the sparse representation. If the element at index
i is nonzero the index pointer vector has a pointer at index i pointing to the sparse
representation value i. With this the complexity of changing values is reduced to
constant. Indexed dense vectors generally offer better performance than traditional
indexed vectors as it will be shown in section 5. There are several differences with
our vector implementation and the previously published method. The differences of
our indexed dense implementation is as follows:

• In our case the vector uses permanent storage capacity for each indexed dense
vector while traditional methods collect the indices of nonzero pointers for
temporary usage only. In our case the pointers are stored and maintained
while temporary usage of these pointers have to be initialized at the beginning
of each vector operation.

• To utilize index pointers the temporary storage only exploits the pointers for
one operand of the vector operation.

• Traditional methods do not use index pointers to handle canceled nonzero
elements. Numerically sensitive situations often generate many zero elements
which shall be noticed to maintain the sparsity of the representation and the
efficiency of further calculations.

An LO implementation usually uses multiple vector types to store data. Matrix A
is represented using sparse storage for real-life large-scale problems because with
dense methods it can take a huge amount of memory. For example storing a matrix
with n = m = 50000 takes 20 GB of RAM using double precision floating point
numbers which makes it impossible to handle with commonly available computing
hardware. Conversely, sparse-sparse operations are not efficient on their own, be-
cause the nonzeros are usually not ordered (ordering takes computational time) and
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Figure 2
The indexed dense storage type. Note, components of a vector are indexed 0, . . . ,m−1.

searching must be used to access elements (Table 1). To avoid searching working
vectors containing dense arrays (dense, indexed or indexed dense) should be used
to scatter the elements thus making them easily available for computation. When a
series of computations should be done using the same vectors this working vector is
extremely valuable and the result can be quickly gathered to a sparse format. In sec-
tion 5 the impact of using different vector types as a working vector is investigated
in detail.

2 Computational elements of the simplex method

In this section, the most commonly used elementary linear algebraic operations of
the revised simplex method are presented. The following data structures are used
in the state-of-the-art simplex based LO solvers to achieve high performance [3].
The tools supporting the identification of critical implementational factors are per-
formance analysis tools presented in section 3.

When we deal with sparse problems the application of the revised simplex method
is inevitable which uses some special representation of the basis. The two main
representations are the Lower-Upper (LU) factorization [16] and the Product Form
of the Inverse (PFI) [17]. Most of the solvers use the LU factorization, but it has been
shown that none of them is superior because the PFI with a proper implementation
can be as good as the LU [18] in several cases. The two most time consuming
linear algebraic operations of the simplex algorithm are the FTRAN and BTRAN
operations [3]. They involve the computation of B−1a and aT B−1, where a ∈ Rm,
and B is the actual basis. In the formulas below we use the PFI form to represent
the computational aspects of vector transformations but it can be adopted to the LU
form as well.

FTRAN is a sequence of simple elementary transformations of the form [3]:
1 η1

. . .
...

η p

...
. . .

ηm 1




a1
...

ap
...

am

=


a1 +apη1

...
apη p

...
am +apηm

 , (1)
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which can be written in vector form as:

c = a+λb (2)

This is called a daxpy product of two vectors if double precision values are used.
Since we are dealing with sparse basis representations the daxpy product is widely
used on sparse vectors throughout the solution process.

BTRAN can be decomposed similarly. It is also a sequence of elementary steps,
which are of the form:

[a1, . . . ,ap, . . . ,am]


1 η1

. . .
...

η p

...
. . .

ηm 1

=

[
a1, . . . ,

m

∑
i=1

aiη
i, . . . ,am

]
. (3)

It can be written in vector form as a dot product:

a′p = aT
η (4)

Since these computations usually take > 50% of the total solution time, the perfor-
mance of them is critical and the data structures must be highly efficient.

3 Tools for performance analysis

Performance of different implementations of a given sparse linear algebraic oper-
ation can be compared by measuring the execution times on a fixed architecture.
Some open-source tools exist to make such measurements. However, creating a
comprehensive performance analysis is cumbersome due to the lack of tools to pro-
cess and display the obtained data. As a measuring engine the Blazemark bench-
mark suite of the open-source Blaze library was used [19].

The Blazemark suite has several features making it a good choice to measure perfor-
mance of sparse linear algebraic operations. It gives measurement results in million
floating point operations per second (MFLOPS) rather than execution time making
comparison between different vector sizes and the theoretical peak of the proces-
sor possible. In order to provide credible results for sparse computations as well,
only the necessary floating point operations are considered. It means that the min-
imal number of additions that must be computed in order to get the proper result.
In case of sparse-sparse addition the number of effective operations is determined
by the number of nonzero elements rather than vector dimensions. Blazemark also
makes measurements iteratively to filter out false results. It can be parameterized to
measure operations with data structures of the desired size and sparsity.

In order to extend the functionality of the Blazemark suite and support advanced
measurements and performance analysis we have created a tool called Blazemark-
Analyser [15]. It is able to configure and run the Blazemark suite, parse the test re-
sults and store them in a database. It supports library-specific parameterization such
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as tolerances or other simplex-related numerical settings. It is also able to execute
parameter sweeps and draw a plot of performance as a function of a given parame-
ter (e.g. dimension or sparsity). The software offers a graphical user interface and
can be used conveniently to interpret and compare the results. This software makes
it possible to identify how different implementational factors influence operational
performance. With the help of performance analysis a new linear algebraic kernel
was created for Pannon Optimizer.

4 Kernels of open source LO solvers

There are several open-source LO solvers from which only a few is capable of solv-
ing large-scale LO problems. The linear algebraic kernels used in them need to fulfil
the requirements of the LO solver and offer the best possible performance. This sec-
tion describes the main characteristics of the kernels of two of the most widely used
open-source LO solvers GLPK [20], CLP [21] and the Pannon Optimizer.

4.1 GNU Linear Programming Kit

The GNU Linear Programming Kit (GLPK) is a collection of ANSI C implemen-
tations of mathematical optimization solvers including linear optimization [6]. The
GLPK kernel uses computer memory very efficiently. It allocates blocks and stores
vectors in a way to minimize the caching operations of the processor. Just as
other solver algorithms it implements the revised simplex method. GLPK has a
lightweight implementation of dense, sparse and indexed vector representations
with minimal overhead. All vector types consist of only the necessary arrays and
the vector operations are also implemented without any overhead of sophisticated
implementations. This implies that it does not pay particular attention to numerical
stability at operational level.

4.2 COIN-OR Linear Program solver

The COIN-OR Linear Program solver (CLP) is an open-source large-scale opti-
mization problem solver written in C++ [5]. It includes an object-oriented imple-
mentation of the revised simplex method. The linear algebraic kernel of CLP offers
three vector types for the solver: dense, sparse and indexed representations. Dense
vectors are implemented traditionally using arrays. The sparse vector representation
is sorted by index and only used to store the mathematical model. Indexed vector
representation is used during all sparse operations. The CLP kernel is capable of
mitigating the negative effects of numerical problems by setting elementary oper-
ation results below a given threshold to a pre-determined tiny value. It should be
noted that throughout the solution process of CLP it overrides the default behavior
of its own kernel with more efficient array operations (similar to GLPK).

– 64 –



Acta Polytechnica Hungarica Vol. 15, No. 1, 2018

4.3 Pannon Optimizer

Pannon Optimizer [1] is a large-scale LO solver using a high-level C++11 imple-
mentation of the revised simplex method [22]. It is being developed specifically
for research purposes, making the performance impact of subalgorithms measur-
able. The linear algebraic kernel of Pannon Optimizer was developed considering
the results of performance analysis with BlazemarkAnalyzer. It implements dense
and sparse vector representations as well as the indexed dense vector which is a
uniquely extended implementation of the indexed vector.

5 Computational study

This section presents the summarized results of a computational study on the linear
algebraic kernels of the solvers mentioned above. The testing environment was
a laptop computer with an Intel Core i5-3230M CPU with fixed clock speed at
2.60GHz, 3MB L3 cache and AVX (Advanced Vector Extensions) support, with 4
Gb DDR3 RAM. The operating system was an Ubuntu 14.04 64-bit system.

The theoretical peak performance of this system is 10400 MFLOPS with 4 double
precision floating point operations per clock cycle (2 additions and 2 multiplica-
tions). BlazemarkAnalyzer was used for the measurements and it also provided the
diagrams that we present in this section. All the figures show the results normalized
according to the maximal measured MFLOPS value on the Y axis of the diagrams.
The X axis showing the dimensions of the vectors uses a logarithmic scale.

The test vectors used in our performance analysis were composed in a way to mimic
the structure of real LP problems. In order to achieve this we have used different
vector patterns throughout the measurements. In case of vector additions 70% of the
operations were standard additions where the operands and result are nonzero. 10%
of the operations were cancellations, where the operands are nonzero but the result
is numerically zero. The last 20% were non-overlapping values, thus one of the
operands of these operations was zero. In case of dot product operations the vectors
did not have the same number of nonzero elements. During the measurements of dot
product operations aTb was always performed together with bTa. This measures the
effect of traversing different nonzero patterns.

In the case of dense operations such as the dense—dense vector addition (Figure
3) or the dense—dense vector daxpy product (Figure 4) low-level memory manage-
ment can result in significantly better performance. This means that simple array
implementations are the best for dense—dense operations.

In the case of sparse—sparse vector dot products kernels with sophisticated mem-
ory management perform significantly better (Figure 5). Since this operation does
not change values in either vectors and the dot product implementation is based on
the nonzero indices, the difference between using a sparse, an indexed vector or
an indexed dense vector is negligible. This is one of the most performance-critical
operations of LO solvers since it forms the foundation of an elementary step of the
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BTRAN operation. The results prove that with the application of performance anal-
ysis very high performance of linear algebraic operations can be achieved. When it
comes to large-scale simplex specific operations the performance of Pannon Opti-
mizer kernel exceeds the other two kernels which it has been compared to.

For sparse operations that result in the change of values a working vector having a
dense representation is advisable since during the FTRAN operation multiple daxpy
products are to be done using the same vector. The performance of such operations
can be significantly increased with the use of indexed dense vector instead of reg-
ular indexed vector (Figure 6). The extent of this improvement depends on the
number of newly created zero elements. Changing a nonzero element to zero in an
indexed vector has logarithmic or linear complexity depending on whether the vec-
tor is sorted or not, while in an indexed dense vector it has constant complexity. In
the case of operations with very small vectors in dimension lightweight kernels with
minimized overheads (additional computing only needed for memory management)
perform better.

It is not trivial whether the traditional indexed vector or the new indexed dense vec-
tor would perform better as a static operation vector for LO solvers. To examine
this issue, numerous measurements were made to compare the indexed dense vec-
tor of Pannon Optimizer with regular indexed vector implementations used in CLP
and GLPK. When adding a sparse vector to an indexed or indexed dense vector with
values of opposite sign where the result is expected to be a null-vector, the operation
performance of regular indexed vectors reduces logarithmically with the growth of
the dimension of the vectors. In the case of indexed dense vectors operation per-
formance does not reduce (Figure 7). This further emphasizes the efficiency of the
indexed dense vector.

When comparing the performance of traditional indexed vectors with indexed dense
vectors on the dot product operation with dense vectors the results show that when
working with small vectors regular indexed vectors are advisable to be used but in
the case of large vectors the indexed dense vector performs significantly better (Fig-
ure 8). These characteristics prove that the indexed dense vector is a very efficient
working vector of large-scale LO solvers.

Conclusions

The linear algebraic kernel of the Pannon Optimizer was developed, based on re-
sults of the performance analysis of sparse data structures and with consideration of
computationally heavy simplex-specific operations such as FTRAN and BTRAN.
This investigation led us to develop and release a high performance sparse linear
algebraic kernel that performs better than its predecessors for solving linear opti-
mization problems.

We have introduced a new kind of indexed vector based on the experiences that we
gathered from its alternatives. It appears that our vector type performs very well as
a static working vector of large-scale LO solvers, surpassing the performance of tra-
ditional indexed vector implementations that most LO solvers use. When working
with large vectors, both sparse and dense operations are faster with the new vector
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Figure 3
Performance of different implementations of the addition of two dense vectors.

Figure 4
Performance of different implementations of the daxpy product of two dense vectors.

Figure 5
Performance of different implementations of the dot product of two sparse vectors (0.1% density).
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Figure 6
Performance of different implementations of the daxpy product of two sparse vectors (0.1% density)

using an indexed (CLP, GLPK) or an indexed dense (Pannon Optimzier) static working vector.

Figure 7
Performance of the addition of a traditional indexed vector (CLP, GLPK) or an indexed dense vector
(Pannon Optimizer) (0.1% density) and a sparse vector (0.1% density) using a nonzero pattern where

the result of the addition is algebraically a null-vector.

Figure 8
The performance of the dot product operation of a traditional indexed vector (CLP, GLPK) or an

indexed dense vector (Pannon Optimizer) (0.1% density) and a dense vector.
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type that has been validated by performance analysis. As a conclusion of the perfor-
mance analysis, we highly recommend the usage of the indexed dense vector if the
dimension of the vectors is greater than 104. It can also be noted that the usage of the
indexed dense vector instead of other vector types does not affect the performance
negatively if used as a static working vector. Altogether, the overall performance of
the linear algebraic kernel of the Pannon Optimizer seems to be better than kernels
of other open-source, large-scale LO solvers.
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