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Abstract: Quenching of metal products is a complex physical process that is difficult to pre-
cisely describe by physical models. The “Heat Transfer Coefficient (HTC)” at the surface
of the workpiece is a practical parameter that depends on the nature of the flow, the density,
viscosity, and the thermal properties of the cooling liquid, the surface quality, shape, and
thermal data of the component under quenching. Normally only numerical techniques are
available for its estimation that need huge computational power. However, in the practice,
on the basis of approximate quantitative data and some qualitative knowledge, often good
and simple approximations can be elaborated for the description of quite complicated prob-
lems. In this paper a simple approximation is suggested for modeling the time-dependence
of the HTC of an Inconel 600 alloy probe of cylindrical shape used in the standard ISO
9950. Simulation results using moderate computational power are presented to substantiate
the suggestion.
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1 Introduction
Quenching of metal products is a complex physical process that is difficult to pre-
cisely describe by physical models. The HTC at the surface of the workpiece is a
practically introduced parameter that depends on the nature of the bulk flow (lam-
inar or turbulent), the temperature, density, viscosity, and the thermal properties of
the cooling liquid, the surface quality, shape, and the thermal data of the component
under quenching. Normally only numerical techniques are available for its estima-
tion that need huge computational power. The “direct” problem, i.e. determining
the temperature distribution versus time of the probe for a given initial distribution
and the boundary conditions if the function HTC(r, t) is given in advance (t denotes
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the time, and r means the location over the surface of the sample), has an unique
solution. However, the “inverse problem”, i.e. finding the function HTC(r, t) over
the sample’s surface in the possession of the temperature distribution T (r, t) in cer-
tain points of the quenched sample is a more complicated task that generally is an
“ill-posed” problem as it was observed by Beck et al. in 1985 [1]. Generally neither
the uniqueness, nor the stability of the solution can be guaranteed.

Mathematically the problem can be defined as an optimization task in which on the
basis of some assumed HTC(r, t) distribution the cooling curves in certain points
within the probe are calculated, and some cost function that measures its distance
from the available measured data is minimized by modifying the assumed distribu-
tion (e.g. [1, 2, 3, 4, 5, 6, 7]).

The complexity of the task can be considerably reduced if samples of particular
shapes and special locations for temperature measurements are chosen. On this rea-
son the standard ISO 9950 [8] uses special cylindrical samples with measurement
points in the centerline of the cylinder. Further simplification of the calculations
is possible if during the quenching process no latent heat appears that in general
can be caused by either phase transitions or chemical reactions within the probe.
These advantages are guaranteed by the special alloy (Inconel 600) that is recom-
mended by the standard, and for which well known thermal data are available in the
temperature range of the investigations [9]. Since the process still has ample diffi-
culties due to the behavior of the cooling liquid, even if geometric simplifications
are applied, high computational requirements remain that make it expedient to use
evolutionary techniques as well as the utilization of the various hardware compo-
nents of the computers as the computational capacity of the graphical cards (e.g.
[10, 11, 12, 13, 14]).

However, in the practice, on the basis approximate quantitative data and some qual-
itative knowledge, often good and simple approximations can be elaborated for the
description of quite complicated problems. A mathematically rigorous approach is
the application of fuzzy sets [15] that can be used for modeling and control applica-
tions (e.g. [16, 17, 18, 19]). The essence of this approach is that by the use of the
available qualitative and quantitative information, membership functions and oper-
ators of certain particular form (e.g. [20]), special models can be constructed that
well capture and mirror the essential properties of the phenomenon under consider-
ation. Though the very particular properties of these special models are not well or
uniquely determined, in the practice they can be successfully applied.

In this paper a simple approximation is suggested for modeling the time-dependence
of HTC of an Inconel 600 alloy probe of cylindrical shape used in the standard ISO
9950. The basic idea is that instead trying to use some particular temporal distribu-
tion of HTC(r, t) over the surface of the sample, on the basis of qualitative consider-
ations it is assumed that the HTC at the surface of the probe physically must depend
on the surface temperature of the probe as HTC(T (r, t)), and the function HTC(T )
depends only on a few “shape parameters”. The shape of this function can be for-
mally defined and tuned by modifying only a few shape parameters. This approach
reduces the complexity of the problem to a great extent and allows the application
of simple optimum seeking algorithms that can be implemented on even low ca-
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pacity computers. Accordingly, simulation results using moderate computational
power are presented to substantiate the suggestion. The computations were made
on a Dell inspiron 15R laptop operated by the central processor Intel® Core™ i5-
3337U CPU @ 1.80GHz × 4 under an Ubuntu ver. 13.04 operating system without
using any graphical computational power. The sequential program was written in
Julia Version 1.0.3 (2018-12-18). This program language is developed at the MIT, it
is very similar to the MATLAB, but it runs almost as fast as a C code (benchmarking
data are available at [21], Fig. 1).

C Julia LuaJIT Rust Go Fortran Java JavaScript MatlabMathematicaPython R Octave

iteration_pi_sum

matrix_multiply

matrix_statistics

parse_integers

print_to_ le

recursion_ bonacci
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101
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103
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Figure 1
Some benchmarking data for language Julia (source: [21])

2 The Dynamic Model and Its Finite Elements
Approximation for Long Cylindrical Samples

The quenched sample considered in the simulations was made of the alloy “Inconel
600” that, in the range of the investigations, does not produce measurable latent heat
that generally can be produced by either phase transitions or chemical reactions. On
this reason this alloy is used in the standard ISO 9950 [8]. This standard also de-
termines the geometric properties of the sample: it must have a cylindrical shape in
the symmetry axis in which the temperature sensors can be located. Normally, due
to the cylindrical symmetry of this sample, mathematically we have to consider a
two dimensional problem with the independent variables that describe the location
of the considered point in the direction of the symmetry axis, and in the radial direc-
tion. However, if the sample is “long”, and it is evenly immersed into the quenching
liquid, at the axial level of its central point no heat drift can be assumed in the axial
direction, and the problem can be reduced into a single variable one. In the sequel
this model of reduced complexity is investigated under the name “Long Cylindrical
Sample”. It is important to emphasize that this approximation cannot be applied for
the description of the cooling process at the points that are not located at the cenral
axial level: in this case the effects of the “upper” and “lower” boundaries of the
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cylinder of finite size have nonsymmetric effects, and the problem must be treated
as a 2 dimensional one. Furthermore, if the possible deformation of the sample in
the three dimensional space has to be considered, too, in general a three dimensional
problem has to be considered.

2.1 The “Long Cylindrical Sample” Approximation
In this approximation the concept of “long sample” means that no energy transfer
in the axial direction is assumed. Furthermore, by assuming cylindrical symmetry,
a single dimensional heat transfer equation can be considered as in [11, 22], and the
heat conduction equation is reduced to (1)

∂

∂ r

(
k(T (r, t))

∂T (r, t)
∂ r

)
+

k(T (r, t))
r

∂T (r, t)
∂ r

= ρCp(T (r, t))
∂T (r, t)

∂ t
, (1)

in which t [s] denotes the time, r [m] denotes the radius from the centerline as the “in-
dependent variables” of the problem, T [C] is the temperature. The numerical prop-
erties of the alloy Inconel 600 were taken from [9] as ρ = 8420

[
kgm−3

]
≡ const.

For the “heat conductivity coefficient” k(T )
[
J s−1 m−1 K−1

]
and the “specific heat

at constant pressure”, Cp(T )
[
J kg−1 K−1

]
third order polynomials were fitted in

the range T ∈ [27,796.45] [C] for the tabulated data as it is given in Fig. 2.

Figure 2
The dependence of the “heat conductivity coefficient” (LHS) and ρE ≡ ρCp (RHS) on the temperature
in (1): fitted 3rd order polynomials for the tabulated data published for Inconel 600 in [9]

For (1) the appropriate boundary conditions were set for the sample of radius R =
6.25 [mm] as

−k(T (R, t))
∂T (r, t)

∂ r

∣∣∣∣
r=R

= h(t)(T (R, t)−Tq) , (2)

in which Tq [C] is the temperature of the bulk quenching liquid in turbulent flow,
and h(t)

[
J s−1 m−1 K−1

]
is the heat transfer coefficient of the boundary layer of

the liquid at the surface of the probe that is assumed to vary in time as the sample
cools down. Besides the boundary condition equation (1) must be completed with
the initial conditions. The initial conditions must be compatible with the boundary
conditions. This compatibility must be guaranteed at the level of the finite elements
approximation of the equations that are detailed in the Subsection 2.2.
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Figure 3
Cooling curves and HTC values calculated with various approximation methods for the 12.5 [mm] diam-
eter cylindrical probe made of Inconel 600 (Figs. 7 and 4 in [22])

To make the calculations realistic already known data were taken from the literature
to extract qualitative and approximate quantitative knowledge for the probe consid-
ered (Fig. 3). The initial temperature Tini = 850 [C] is a little bit higher than the
maximal value in [9] (796.45 [C]), however, the small difference allowed the use of
the fitted polynomials in Fig. 2 for data extrapolation outside the range of fitting.

2.2 The Finite Elements Approximation of The Problem
Evidently, due to the singularity of the polar system of coordinates at r = 0 the center
of the sample cannot be numerically considered. To evade this problem instead of
the exact range [0,R] the range [∆r,R] was so considered that the [0,R] interval was
divided into N ∈N equally long intervals as ∆r = R

N , and in the role of the center line
r = ∆r was placed. For the grid points {ri|i = 2, . . . ,N− 1} the central estimation
of the gradient was used as in (3a). Consequently, the numerical calculation of
∇(k ·∇T ) in (1) was possible for the points {ri|i = 3, . . . ,N−2} in (3b), and for the
“center line” the approximation in (3c) was applied. This means that ∂T

∂ t , therefore
the direct refreshment of the temperature values during an Euler integration, was
possible only for the points {ri|i = 3, . . . ,N−2}, too.

∂T (ri, t)
∂ ri

≈ T (ri+1, t)−T (ri−1, t)
ri+1− ri−1

i ∈ {2, . . . ,N−1} (3a)

∂

∂ r

(
k

∂T
∂ r

)
≈ k(ri+1, t)∇T (ri+1, t)− k(ri+1, t)∇T (ri−1, t)

ri+1− ri−1
i ∈ {3, . . . ,N−2} (3b)

T (r1, t)≡ T (r2, t)≡ T (r3, t) (3c)

To solve the boundary conditions in (2) a refreshed value T in grid point rN−1 was
estimated by using the 1st spatial derivative of the already refreshed points as in (4)

T (rN−1, t)≈ T (rN−2, t)+
(rN−1− rN−2)(T (rN−2, t)−T (rN−3, t))

(rN−2− rN−3)
, (4)

and T (rN , t) was estimated by the use of the heat transfer coefficient as in (5)

T (rN , t)≈
h(T (rN−1, t))Tq + k(T (rN−1, t))/∆r
h(T (rN−1, t))+ k(T (rN−1, t))/∆r

. (5)
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2.3 Setting The Parameters of The Numerical Calculations
For the simulations the functional format for describing the dependence of the HTC
on the surface temperature the function given in (6) was applied

h(T ) = hmax

{
exp
(
−([T −Tmax]/wle f t)

p
)

if T <= Tmax
exp
(
−([T −Tmax]/wright)

p
)

if T > Tmax ,
(6)

in which hmax denotes an assumed possible maximal HTC value, Tmax denotes the
surface temperature that belongs to the “location” of this maximum, and the width
parameters wle f t and wright belong to asymmetric solutions. The parameter p de-
termines the nature of the “tail” of the function, it was kept fixed when the gra-
dient was computed. This format was selected on the basis of plausible physical
considerations that are relevant in the refrigeration industry that has to cope with
similar problems though in a much lower temperature range than that of the steel
industry. However, this lower range allows the application of tubes made of glass
allowing simple optical observations that are not available in the steel industry (e.g.
[23, 24, 25]). The HTC is a practically well measurable parameter behind which
complicated physical processes are hidden as follows.

a) The cooling liquid normally has turbulent flow that allows very efficient heat
transfer between the stirred fluid layers with the exception at the boundary
layer of the quenched sample. The liquid sticks on the surface of the sample,
due to that a thin film (the “boundary layer”) is formed around the sample
within which the flow is laminar. Within this layer the heat transfer happens
mainly via heat conduction that is not an efficient form of the heat transfer.
This process is concerned by the quality of the surface of the probe, too.

b) The viscosity of the liquid decreases with increasing temperature, due to
which at higher temperatures thinner films with better heat transfer ability
are expected.

c) When the temperature achieves the boiling point of the liquid at the pressure
of the operation, at the surface of the probe gas bubbles appear that act as
“heat insulators”, so at higher temperatures some decrease in the HTC value
is expected.

Precise modeling of the above phenomena is very difficult, however, they substan-
tiate the use of the simple asymmetric form defined in (6). It is also reasonable to
expect that by fitting the 4 independent parameters in (6) good approximate mod-
eling possibility can be created. It worths noting that in the practice complicated
function expressions can be quite well approximated by simple ones. For exam-
ple the normal, the epsilon, and the omega distributions were well approximated
by simple function formats by Dombi et al. in [26, 27, 28], as well as the kappa
regression function in [29].

Really, it was easy to find qualitatively acceptable approximation of the curves in
Fig. 3 by using (6) with the “target parameters” in Table 1. By printing the results
for the same graphs when in Subsection 2.2 the pairs {N = 50, δ t = 10−3 [s]} and
{N = 20, δ t = 10−2 [s]} were selected (δ t is the time-resolution of a simple Euler
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integration according to the time variable), Fig. 4 was obtained. The differences be-
tween the results are not too drastic, therefore in the further investigations the “faster
settings”, i.e. {N = 20, δ t = 10−2 [s]} were used. (It can be noted that according
to Fig. 3 obtained from the litearture, the various methods provided considerably
different results. )
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Figure 4
The “Cooling Curve” and the “HTC versus Time” functions belonging to Eq. (6), the “Target” parameters
given in Table 1, and the numerical parameter pairs {N = 50, δ t = 10−3 [s]} and {N = 20, δ t = 10−2 [s]}
in Subsection 2.2

Table 1
The applied “target” and “initial” model parameters in (6)

Parameter Target Initial

hmax
[
J s−1 m−2 K−1

]
HTC 5700.0 5500.0

Tmax [C] location of maximal HTC 680.0 650.0

wle f t [C] left width 260.0 300.0

wright [C] right width 80.0 60.0

p [nondimensional] “tail property” parameter (fixed) 2.0 2.0

3 Simulation Results
By the use of the above approximations, for the given Tq = 30.0 [C] cooling liquid
temperature, Tini = 850.0 [C] initial probe temperature, the cooling curve over the
time-grid δ t[1,6000] a multiple variable multiple output function can be obtained
with a 4 dimensional input space consisting of the input variables defined in Table 1.
By defining the error as the Frobenius norm of the difference of “Target Temperature
vs. Time” and the “Simulated Temperature vs. Time” functions as E(x) : R4 7→ R
can be created the minimum of which has to be found for determining the HTC(t)
function. While the numerical implementation of the standard “Reduced Gradient
Method” that originally was invented by Lagrange in 1811 [30] for use in the for-
mulation of Classical Mechanics may result in slow algorithm if no information we
have on the expected minimum of E(x) (in this case no reduction of the gradient was
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necessary in the lack of constraints), the classical Newton-Raphson algorithm (e.g.
[31]) may result in fast solution if the assumption min E(c) = 0 is made. The basic
idea is as follows: select an initial point x(1), calculate ∇E(x(1)), and make a big
step ∆x = α∇E(x(1)) so that−E(x(1)) = ∆xT ∇E(x(1)). Then repeat the procedure
at x(2) = x(1)+∆x, etc. Roughly speaking, it is expected that already the 1st step
almost makes E(x) well approximate zero. For this the selection

α =
−E(x(1))
‖∇E(x(1))‖2 (7)

is needed. However, it is well known that if ∇E is not precisely computed, this
algorithm easily can diverge without finding the minimum. In our case the gradient
is only very imprecisely estimated, so the original Newton-Raphson algorithm was
modified as its is described in Subsection 3.1.

3.1 The Modified Newton-Raphson Algorithm for the Problem
Having Exact Solution

The modification of (7) is given in (8)

α = γ
−E(x(1))

‖∇E(x(1))‖2 + ε
, (8)

in which ε = 10−14 was introduced to evade division by zero, and the “refining
factor” γ = 5×10−3 was experimentally set. For the estimation of the components
of ∇E(x) the “actual values” in Table 1 were modified as hmax → hmax +∆hmax,
Tmax → Tmax + ∆Tmax, wle f t → wle f t + ∆wle f t , and wright → wright + ∆wright with
∆hmax = 10−3

[
J s−1 m−2 K−1

]
, ∆Tmax = 10−3 [K], ∆wle f t = 10−3 [K], and ∆wright =

10−3 [K]. The differences between the neighboring values were computed for the
estimation of the components of the gradient of E(x).

The parameter of γ from the initial value 1 (that corresponds to the original Newton-
Raphson algorithm) was decreased till the algorithm ceased to “jump” between large
final errors. This solution forms a “transition” between the fast Newton-Raphson
algorithm and the slower “Gradient Descent” method, and it allows a practical com-
promise between the precision and the running time.
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Figure 5
The operation of the modified Newton-Raphson algorithm for the problem having exact solution, i.e. the
model defined in Eq. (6) with the parameters given in Table 1: the “Cooling Curves” for 1000 steps
(LHS), and for limited precision achieved by stopping the algorithm at a lower error-limit 2000 (RHS)
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To check the suggested method’s abilities for target distributions that slightly differ
from the “target form” (6), the target distribution generated by (9) was applied in
which a “deformation parameter” D = 7.5×10−2 was introduced.

h(T ) = hmax

{ D
D+([T−Tmax]/wle f t )

p if T <= Tmax
D

D+([T−Tmax]/wright )
p if T > Tmax ,

(9)

By the use of the same common parameters in (6) and (9), the effect of the introduc-
tion of the above parameter D is revealed by Fig. 8 in which the appropriate cooling
curves and the HTC vs. time functions are plotted in the same diagrams.
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Figure 6
The operation of the modified Newton-Raphson algorithm for the problem having exact solution, i.e.
the model defined in Eq. (6) with the parameters given in Table 1: the “HTC” value as the function of
the time for 1000 steps (LHS), and for limited precisison achieved by stopping the algorithm at a lower
error-limit 2000 (RHS)
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Figure 7
The operation of the modified Newton-Raphson algorithm for the problem having exact solution, i.e. the
model defined in Eq. (6) with the parameters given in Table 1: the “approximation error” value as the
function of the time for 1000 steps (LHS), and for limited precision achieved by stopping the algorithm
at a lower error-limit 2000 (RHS)

3.2 The Modified Newton-Raphson Algorithm for the Problem
Not Having Exact Solution

In these cases the “targets” and the “approximations” are generated by different for-
mat functions. Figure 9 reveals that though it was impossible to exactly reach the
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Figure 8
The effect of the “deformation parameter” D = 7.5×10−2 in the target distribution generated by Eq. (9)
(LHS) and the appropriate functions HTC(t) (RHS)

“target” distribution with the deformed functional shape, the algorithm well approx-
imated the target, and the obtained HTC(t) functions were comparable.
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Figure 9
The operation of the modified Newton-Raphson algorithm for the problem that does not have exact
solution: the lower error-limit was set to 1.0, the maximum step number was set to 1000. The algorithm
stopped when further reduction of the error became impossible.

Regarding the computational efficiency of the suggested solution, the running time
of the program must be measured. In the case of language Julia, the time need of the
1st execution of the program is not relevant because it contains the time necessary
for the compilation of the program. However, the further runs’ time need is free
of the needs of the “preparatory” activities, and can be considered as a relevant
measure of the speed of program execution. For obtaining the results in Fig. 9
approximately 9 [min]22 [s] computational time was necessary for the hardware and
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software specified in Section 1.

For further improvement of the numerical approximations it seems to be a plau-
sible way to apply asymmetric format functions. This modification of the format
functions only slightly incerases the dimension of the space of the independent pa-
rameters. In the next subsection a simple example is considered.

3.3 Application of Asymmetric Format Functions

For this purpose it seems to be a plausible possibility to modify (6) by introducing
different power parameters for the “left side” ple f t and the “right side” pright instead
of the common power parameter p as in (10) and (9) as

h(T ) = hmax

{
exp
(
−([T −Tmax]/wle f t)

ple f t
)

if T <= Tmax
exp
(
−([T −Tmax]/wright)

pright
)

if T > Tmax ,
(10)

and

h(T ) = hmax

{ D
D+([T−Tmax]/wle f t )

ple f t if T <= Tmax
D

D+([T−Tmax]/wright )
pright if T > Tmax ,

(11)

Further tuning of these parameters increases the dimension of the search space
only by 2 that expectedly does not mean significant effect on the complexity of the
gradient-based simple approach. Typical function formats are revealed by Fig. 10
for a realizable, and Fig. 11 for an exactly not realizable case. The relaxation of the
tracking error is described in Fig. 12.
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Figure 10
The operation of the modified Newton-Raphson algorithm for the problem having exact solution for
asymmetric constant “tail property parameters” ple f t = 1.5 and pright = 1.0 in (10): the lower error-limit
was set to 1.0, the maximum step number was set to 1000. The algorithm stopped when further reduction
of the error became impossible.

– 119 –



Zoltán Fried et al. On the Simulation of Cooling Curves Using Simple Functional Formats

0 10 20 30 40 50 60
Time [s]

0

200

400

600

800
[C

]

Cooling Curve, Steps=530
Initial Set: Centerline
Tq
Solution: Centerline
Target: Centerline

0 10 20 30 40 50 60
Time [s]

0

1000

2000

3000

4000

5000

J/(
s

⋅m
2

⋅K
)

Heat Transfer Coefficient, Steps=530
Initial Set: HTC
Solution: HTC
Target: HTC

Figure 11
The operation of the modified Newton-Raphson algorithm for the problem that does not have exact
solution for asymmetric constant “tail property parameters” ple f t = 1.5 and pright = 1.0 in (10) and (11):
the lower error-limit was set to 1.0, the maximum step number was set to 1000. The algorithm stopped
when further reduction of the error became impossible.
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Figure 12
The error reduction during the application of the modified Newton-Raphson algorithm for asymmetric
constant “tail property parameters” ple f t = 1.5 and pright = 1.0 in (10): the lower error-limit was set to
1.0, the maximum step number was set to 1000. (The algorithm stopped when further reduction of the
error became impossible.) LHS: for the problem having exact solution (belonging to Fig. 10), RHS: for
the problem not having exact solution (belonging to Fig. 11)

4 Conclusions
In this paper a simple computational method was suggested for the approximate
determination of the HTC vs. time function from the cooling curve in the centerline
of the cylindrical Inconel 600 probe recommended in the standard ISO 9950. In
the applied approach “long cylinder” was considered that made it possible to use a
single dimensional heat conduction equation by utilizing the cylindrical symmetry
of the problem.

The main point of the approximation and problem simplification was the assump-
tion that instead of an explicit function of the time the HTC distribution depends
on the surface temperature distribution for which a simple single variable HTC(T )
function was introduced that contained only 4 “format parameters”. The problem
mathematically was formulated as a simple optimization task in which the 4 dimen-
sional input space a scalar error function was minimized by an algorithm that corre-
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sponds to a “transition” between the “Gradient Descent” and the “Newton-Raphson
Algorithm”. For checking the computational needs and speed of the method a fast
language, the Julia was chosen for implementation that is almost as fast as a standard
C code.

It was found that the problem was manageable with the given software and hardware
combination. The method contains a single parameter that “tames” the originally
rough steps of the Newton-Raphson algorithm and allows various compromises be-
tween the precision and computational time.

Further possibility is that instead of the scalar error E(x) its gradient ∇E(x) can
be driven to zero by a fixed point iteration that works on the basis of Stefan Ba-
nach’s Fixed Point Theorem [32] that was already applied in “Optimal Control” or
“Model Predictive Control” e.g. in [33, 34]. The expected advantage could be that
while the conditions E(xmin) = 0 in the minimum cannot be generally met, there-
fore Newton-Raphson algorithm can stop before reaching the absolute minimum, in
it ∇E(xmin) = 0 can be taken for granted, and no “stopping problems” have to be
considered. Furthermore, by the introduction of format parameters depending on
the “hight” of the location cylindrical samples of finite length can be considered in
the numerically treatable range.
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puting methods for control of hemodialysis machines, Proceedings of the
iFuzzy2014 – 2014 International Conference on Fuzzy Theory and Its Appli-
cations, Kaohsiung, Taiwan, 2014.11.26–2014.11.28., pp. 109-112, 2014
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