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The main concept of this article is to introduce a cost function based algorithm for the 

reactive motion planning problem of mobile robots. With the usage of the cost function, 

different strategies can be combined. Next to speed and safety, several aspects can play a 

role in the motion. i.e. Traffic Regulation rules or lane-keeping. The different methods can 

be used separately as well, but the combination of methods provides an appropriate 

solution. The introduced reactive motion planning algorithm generates a collision-free 

solution for the agent in dynamic environment. 
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1 Introduction 

Robot technology is one of the most important fields of modern technology. The 

robots are used in different fields of the world to perform tasks faster or more 

accurate than humans (e.g, [1]-[3]). The main task of mobile agents is to execute a 

collision-free motion to the target position from a start position. The agent has to 

fulfill several requirements during its motion. One of the most critical tasks is to 

reach the target quickly as possible. Another important goal of motion planning is 

to ensure the safety of the environment and the agent. 

Using motion planning algorithms, the velocity and the path profile of the robot 

can be generated. These algorithms can be divided into subsets considering the 

knowledge of the environment. If every information is given as a priori 

information, then offline global motion planning methods (e.g.: Rapidly-exploring 

random tree (RRT) [4]-[5], Hybrid A* [6], Metaheuristic Global Path planning 

[7]) can ensure a suitable solution. If there is only local information about the 

environment, online reactive motion planning algorithms should be applied. The 

main goal of local motion planning algorithms is to plan local obstacle-avoidance 

maneuvers. 
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At the Artificial Potential Field (APF) method, all of the obstacles appear as 

repulsive forces, and the target generates an attractive virtual force. The result of 

the summation of the presented forces should be calculated [8]-[12]. With this 

methodology, the actual direction and the magnitude of the velocity of the robot 

can be calculated. The method was defined for the static environment first; after 

that, it was extended for dynamic environment. For example, it was applied in 

robot soccer [12]. It can also be used for nonholonomic robots too. Sometimes this 

motion planning method finds only a local optimum. A novel optimization method 

was introduced for AMOEBA-I robot using the modified potential field method 

[13]. In that case, the robot has the opportunity to find a solution in divergent 

cases when the normal APF method fails (narrow spaces). 

Introducing a time dimension, the State time-space method [14] can generate a 

solution in dynamic environment. The task is to find a time-optimal trajectory for 

the robot using a confined set of canonical trajectories. The algorithm was also 

used for car-like robots. 

The main idea of the Dynamic velocity space (DVS) motion planning method is to 

map the obstacles (static and moving) and the robot from the workspace to the 

velocity space. Two components should be used to accomplish this mapping: 

times to escape from collision and times to collision. Several aspects can be taken 

into account during the motion, i.e.: shortest path, minimum time trajectories [15]. 

The Dynamic window (DWA) method was introduced as a velocity space-based 

local motion planning method [16]. The control commands are selected in the 

velocity space for the robot. The final trajectory can be defined as the series of 

straight line and circular arcs as it was introduced in [17]. The actual velocity 

vector can be calculated, considering the kinematic and dynamic constraints of the 

robot. 

The set of Inevitable collision states (ICS) contains every state of the robot when 

the collision is inevitable between the agent and the obstacle in the future. The 

state of the robot is in ICS if no control would result in a collision-free motion for 

the robot [18]. In a collision-free guaranteed motion, the robotic system never 

finds itself in an ICS situation. The algorithm was also extended for the dense and 

dynamic environment [19]. 

The Directive circle (DC) method is an extension of the Velocity Obstacles (VO) 

method [20]-[21]. At this method, the velocity of the agent will be selected from 

DC. That is drawn using the maximum velocity of the robot for the radius of the 

DC. Ensuring the kinematic constraints of the robot, the best solution is selected 

from the DC that is in the optimal direction to the target position. The DC method 

prevents the robot from staying in a local minima situation. 

The Evolutionary Algorithm can also be used to generate an optimal path for the 

agent [22]-[23]. A novel concept was introduced using Gravitational Search 

Algorithm [24]. In that case, the optimal path can be generated in a partially 
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known environment. First, an optimal path is constructed offline, and later on, the 

agent follows this optimal path until a new obstacle blocks the path. At that time, 

using the sensor data, the robot can determine the positions of the other obstacles, 

and it is able to plan a collision-free path. The implemented algorithm was 

successfully used in robotic system. The evolutionary algorithm can be used with 

Artificial Neural Networks for optimization problems [25]. 

At the Bug algorithm, the robot moves in the direction of the target if the path is 

free. If the agent reaches an obstacle, then it has a tangential motion on the 

boundary of the obstacle. After that, the agent continues the motion to the target 

position [26]. 

There are even more mobile robots that have been appeared in the technology 

using automatization. In the future, they may have to use similar traffic rules and 

lanes in the factories as the cars on the roads. The main novelty of our work is that 

the introduced reactive motion planning methods can consider these new ideas 

(such as lane-keeping or traffic rules) during the motion planning of the mobile 

robots next to the obstacle avoidance strategy considering dynamic environment. 

Our main motivation was to combine and develop our previously introduced 

motion planning algorithms [27]- [29] using an extension of the lane keeping 

algorithm. 

The article is constructed in the following order: Section 1.1 presents the Velocity 

Obstacles method that is the basic of our introduced motion planning methods. 

Section 2 presents the Traffic Regulation Velocity Obstacles (TRVO) method that 

can handle the traffic rules during the motion planning. After that, different 

aspects and strategies of the motion planning algorithms are introduced in Section 

3 (using cost function based methods). Later, the simulation results will be 

presented in Section 4. At the end of the paper, conclusions are given. 

1.1 Velocity Obstacles Method 

The Velocity Obstacles (VO) method is a reactive motion planning method that 

uses the velocities and the positions of the agent and the obstacles [30]-[34]. The 

VO method was first developed for omnidirectional robots. So in this paper, an 

omnidirectional robot is used too, considering that at a velocity selection step, it 

can change its velocity vector immediately. The limitation of this usage is that 

most of the autonomous vehicles are nonholonomic like differential-driven mobile 

robots or cars. There were also attempts to use the VO for differential-drive 

mobile robots [31]. To increase the maneuverability, an Effective center and 

Effective radius were defined [35]. The kinematic constraints were fulfilled for 

this new center-point of the agent. 

As an assumption, the obstacles 𝐵𝑖  (𝑖 = 1. . . 𝑛 where 𝑛 denotes the number of 

obstacles) and the robot 𝐴 are presented as disk-shaped objects and their radii are 

known. In the motion planning algorithms, the robot is usually presented as a 
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point by decreasing its radius to zero and increasing the radii of obstacles. 𝐩𝐴 is 

the position of the robot, 𝐩𝐵𝑖 is the position of the obstacle 𝐵𝑖 . 𝐯𝐴(0) represents the 

initial velocity vector of the agent, and 𝐯𝐵𝑖 is the velocity vector of 𝐵𝑖 . Both the 

position and velocity vectors are two-dimensional vectors in the workspace. 

The 𝑉𝑂𝑖 is a cone that consists of every velocity of the agent (𝐯𝐴) that would 

result in a collision with 𝐵𝑖  in the future if 𝐩𝐴, 𝐩𝐵𝑖 and 𝐯𝐵𝑖 are given. The cone of 

𝑉𝑂𝑖 can be defined as: 

𝑉𝑂𝑖 = {   𝐯𝐴 | ∃𝑡: 𝐩𝐴 + 𝐯𝐴𝑡 ∩  𝐩𝐵𝑖 + 𝐯𝐵𝑖𝑡 ≠ 0} (1) 

It is assumed in (1) that the velocities of the robot and also the obstacles will not 

change until 𝑡. Every velocity vector of the robot is always represented with the 

endpoint of the velocity vector and the starting point is always the position of the 

robot. 

If there are more obstacles in the workspace, the whole VO set can be defined by 

the union of the different 𝑉𝑂𝑖 cones: 

𝑉𝑂 = ∪𝑖=1
𝑛 𝑉𝑂𝑖  (2) 

Figure 1 shows an example of the workspace of the robot with a moving obstacle 

(with position 𝐩𝐵1 and velocity 𝐯𝐵1) and a static obstacle (with position 𝐩𝐵2). The 

grey cones mean the VO. 

 

Figure 1 

Example for Velocity Obstacles 

Using the kinematic and dynamic constraints of the robot, the Reachable 

Velocities (RV) can be calculated that consists of every 𝐯𝐴 velocity vector of the 

robot that is reachable from 𝐯𝐴(0) in the next sampling time. By subtracting the 

VO from the RV, the Reachable Avoidance Velocities (RAV) can be calculated. 

The velocity selection from the RAV area is presented in Figure 2, where the 

yellow area presents the RAV, R means the the robot, O is the obstacle, the grey 

area represents the VO set, the selected velocity vector is presented with a blue 

circle, and the G shows the goal. Usually, a heuristic method is used to choose a 

velocity vector from RAV. For example, the robot can select such a velocity vector 

that will cause the nearest motion to the target position. 
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Using the Velocity Obstacle method, it is also possible that the robot selects a 

velocity from the boundary of the VO and RAV to ensure the fastest target 

reaching. In that case, the robot will move tangentially to the obstacle during its 

motion. If information about the obstacles (𝐩𝐵𝑖 , 𝐯𝐵𝑖) are not accurate, this type of 

motion could cause a collision between the agent and the obstacle. To ensure a 

collision-free motion, different aspects can be taken into account. 

  

Figure 2 

Selecting a velocity vector from RAV 

2 Traffic Regulation Velocity Obstacles (TRVO) Method 

The basic of the Traffic Regulation Velocity Obstacles (TRVO) method was first 

introduced by us in [27]. In this paper, a developed version of the TRVO method is 

introduced with lower calculating cost. The main idea of this method is to choose 

a velocity for the agent that will satisfy the basic rules of the Traffic Regulation. 

This method was inspired by [36]-[37], where COLREGS (International 

Regulations for Preventing Collisions at Sea) were used for Unmanned Surface 

Vehicles (USV). 

The TRVO method considers four rules for motion planning: 

• Crossing from the left, Crossing from the right 

• Overtaking, Head-on 

The main concept of this method is to select the velocity areas from the RAV that 

will ensure compliance with the rules. These areas can be denoted for every 

obstacle by 𝑆𝑟 , 𝑆𝑓 , and 𝑆𝑑. Using a velocity vector for the agent from these areas 

will result in different maneuvers for the robot during its motion. The  𝑟 has a 

meaning of rear maneuver, 𝑑 is the divergent, and 𝑓 is the front maneuver in 

consideration of the obstacle and the robot. For a given 𝐯𝐴, if it is not parallel to 

𝐯𝐵𝑖 the intersection point of the paths of A and 𝐵𝑖  can be determined as: 

𝐩𝐴 + 𝐯𝐴𝑡𝐴 = 𝐩𝐵𝑖 + 𝐯𝐵𝑖𝑡𝐵𝑖 = 𝐩𝑥 (3) 

where 𝐩𝑥 is a point in the workspace where the obstacle and the robot would 

intersect their path during their motion in the future or the past. 
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The different subsets of RAV can be defined using the value of 𝑡𝐴 and 𝑡𝐵𝑖 as: 

0 < 𝑡𝐴 < 𝑡𝐵𝑖 ⇒ 𝐯𝐴 ∈ 𝑆𝑓   (4) 

0 < 𝑡𝐵𝑖 < 𝑡𝐴 ⇒ 𝐯𝐴 ∈ 𝑆𝑟   (5) 

min(𝑡𝐴,    𝑡𝐵𝑖)    < 0 ⇒ 𝐯𝐴 ∈ 𝑆𝑑  (6) 

𝑡𝐴 = 𝑡𝐵𝑖  𝑎𝑛𝑑  𝑚𝑖𝑛(𝑡𝐴, 𝑡𝐵𝑖) > 0 ⇒ 𝑐𝑜𝑙𝑙𝑖𝑠𝑖𝑜𝑛 (7) 

Figure 3 shows a situation where the velocities can be divided into three subsets. 

The red-colored subset represents the velocity vectors of the agent that would 

result in a front maneuver to the obstacles. The green area consists the velocities 

resulting in a rear maneuver. The blue area means the divergent velocity vectors 

of the agent. 

In every sampling time, these subsets must be constructed. With the knowledge of 

the measured position and velocities of the agent and the obstacles, the actual rule 

can be constructed. At Crossing from the right situation, the velocity can be 

chosen from the union of 𝑆𝑟  and 𝑆𝑑. At Crossing from the left situation, the 

velocity can be chosen from the union of 𝑆𝑟 , 𝑆𝑓. and 𝑆𝑑, so form the RAV. At 

Head-on situation, every velocity vector can be chosen that will result in a right 

maneuver to the corresponding obstacle. At the Overtaking situation, those 

velocities can be selected that will contribute a left maneuver to the corresponding 

obstacle. (The algorithm is applied in right-hand traffic situation). 

 

Figure 3 

3 subsets of the RAV 
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3 Strategies for Velocity Selection of the Mobile 

Robot 

In this section, different methods will be presented that can be used for selecting 

velocities of the robot considering the introduced TRVO method. 

During motion planning, not every obstacle will play a role at every sampling 

time. Only those obstacles have an impact on the motion, whose distance to the 

robot is inside of a limit [27]. For every obstacle 𝐵𝑖 , the time 𝑡𝑚𝑖𝑛𝐴,Bi
 can be 

defined as: 

𝑡𝑚𝑖𝑛𝐴,Bi
=

−(𝐩𝐴−𝐩𝐵𝑖)⋅(𝐯𝐴−𝐯𝐵𝑖)

||𝐯𝐴−𝐯𝐵𝑖||
 (8) 

where 𝑡𝑚𝑖𝑛𝐴,Bi
 is the time when the obstacle is at the nearest to the agent if 𝐯𝐴 and 

𝐯𝐵𝑖 remain constant. The notation ||. || means the secondary norm, so the 

Euclidean distance of the presented vectors. 

The minimal distance at the calculated 𝑡𝑚𝑖𝑛𝐴,𝐵𝑖
 is: 

𝑑𝑚𝑖𝑛𝑖
= ||(𝐩𝐴 + 𝐯𝐴𝑡𝑚𝑖𝑛𝐴,𝐵𝑖

) − (𝐩𝐵𝑖 + 𝐯𝐵𝑖𝑡𝑚𝑖𝑛𝐴,𝐵𝑖
)|| (9) 

At a given time moment, only those obstacles will be considered that satisfy the 

following relation: 

0 < 𝑡𝑚𝑖𝑛𝐴,𝐵𝑖
< 𝑡𝑚𝑎𝑥     𝑎𝑛𝑑    𝑑𝑚𝑖𝑛𝑖

< 𝑑𝑚𝑎𝑥 (10) 

where 𝑡𝑚𝑎𝑥 is a specified time limit, and 𝑑𝑚𝑎𝑥 is a specified maximal limit of the 

distance between the agent and the obstacle. This equatuion can be calculated 

using precheck algorithm that is presented in Figure 4. 

 

Figure 4 

Precheck algorithm 
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3.1 Safety Velocity Obstacles (SVO) Method 

Safety Velocity Obstacles (SVO) was first introduced by us in [28]. The main goal 

of the SVO method is to find the velocity vector for the agent that will result in the 

safest motion. For the solution, the furthest vector from RAV must be selected in 

consideration of the nearest 𝑉𝑂 cone. To ensure this solution, the minimal 2-norm 

must be calculated between the 𝑉𝑂 cone and the given velocity vector as it is 

presented in (11). 𝐩𝑉𝑂 is the point of the nearest 𝑉𝑂 cone and 𝐷𝑆(𝐯𝐴) means the 

minimal distance: 

𝐷𝑆(𝐯𝐴) = min { min
𝐩𝑉𝑂∈𝑉𝑂

||𝐯𝐴 − 𝐩𝑉𝑂||, 𝐷𝑚𝑎𝑥} (11) 

where 𝐷𝑚𝑎𝑥 represents the maximum distance that is considered. 

𝐷𝑆(𝐯𝐴) can be transformed into [0,1] by dividing 𝐷𝑆(𝐯𝐴) by 𝐷𝑚𝑎𝑥. 

𝐶𝑆(𝐯𝐴) = 1 −
𝐷𝑆(𝐯𝐴)

𝐷𝑚𝑎𝑥
 (12) 

The safest motion will be resulted by selecting the velocity vector for the robot 

that has the minimum value of 𝐶𝑆(𝐯𝐴). 

Using only the above-presented algorithm, it can be resulted that selecting the 

safest velocity will not ensure the target reaching during the motion. 

3.1.1 Extended Cost Function of SVO Method 

Using an extended cost function at the SVO method, the safety of the robot and the 

environment, and also the target reaching will influence the motion planning 

algorithm. The value of the cost function can be calculated as: 

𝐶𝑜𝑠𝑡(𝐯𝐴) = 𝛼 𝐶𝑆(𝐯𝐴) + 𝛽 𝐶𝐺(𝐯𝐴)  (13) 

In (13), always the minimal value of 𝐶𝑜𝑠𝑡(𝐯𝐴) must be found. 𝐶𝐺(𝐯𝐴) represents 

the cost value of the fastest target reaching: 

𝐶𝐺(𝐯𝐴) =
||𝐩𝐴+𝐯𝐴𝑇𝑠−𝐩𝑔𝑜𝑎𝑙||

||𝐩𝐴(0)−𝐩𝑔𝑜𝑎𝑙||
 (14) 

where 𝑇𝑠 means the sampling time, 𝐩𝑔𝑜𝑎𝑙  means the position of the goal, 𝐩𝐴(0) is 

the start position of the robot. So 𝐶𝐺(𝐯𝐴) means the distance between the robot 

and the desired position using the investigated velocity vector, and it is normalized 

with the distance of the target and start position. 

In the cost function, the motion planning is influenced by the 𝛼 ≥ 0 and 𝛽 ≥ 0 

parameters. If 𝛽 = 0 and 𝛼 ≠ 0, then the safest, if 𝛼 = 0 and 𝛽 ≠ 0, then the 

fastest solution will be generated. In other cases, safety and speed will play a 

different role during the algorithm. 
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3.2 Lane Keeping Velocity Obstacles (LKVO) Method 

The Velocity Obstacles method and the Safety Velocity Obstacles method can be 

used even if there is no lane inside of the workspace of the agent. However, if 

there is a lane, then the Lane Keeping Velocity Obstacles (LKVO) method can 

ensure an appropriate solution. The basic of this motion planning method was 

introduced in our previous work for straight lanes [29]. In this work, as an 

extension, the structure of the lanes are constructed in a more general way using 

Bezier splines [38]. 

3.2.1 The Basic of Bezier Splines 

For creating the lanes, splines can be used as an adequate solution opportunity. 

Different types of splines are usable, e.g.: Bezier [39], B-splines [40], Catmull-

Rom [41]. The spline can be divided into segments, and each segment is an 𝑛 

degree polynomial. The Bezier spline was chosen for constructing the lane. The 

lane is fixed during the motion, and as an assumption, the control points of the 

spline are known at the beginning of the motion planning. The Bezier splines can 

be created as: 

𝐁𝐞𝐳(𝒕) = ∑  𝑛
𝑖=0  𝑏𝑖,𝑛(𝑡) 𝐏𝑖 (15) 

where 𝑡 = 0. . .1, 𝐏𝑖 is a two-dimensional control point of a segment, there are n+1 

control points in each segment and 𝐁𝐞𝐳(𝑡): [0. .1] ⊂ ℝ → ℝ2. The Bernstein 

polynomial can be calculated as: 

𝑏𝑖,𝑛(𝑡) = (
𝑛
𝑖

)    𝑡𝑖    (1 − 𝑡)𝑛−𝑖 (16) 

where 𝑖 = 0. . . 𝑛 and 

(
𝑛
𝑖

) =
𝑛!

𝑖!    (𝑛−𝑖)!
 (17) 

3.2.2 Structure of the Lanes 

The borders of the lanes are calculated using second-degree Bezier splines. First, 

one side of the borders shall be calculated. The other border can be defined by 

using an offset for the spline. For a second degree, Bezier spline three control 

points have to be used in every segment (𝐏0,  𝐏1, 𝐏2). Every control point has two 

coordinates (𝑥, 𝑦). The second-degree Bezier spline is represented in (18), by 

using (15) with 𝑛 = 2 substitution: 

𝐁𝐞𝐳(𝒕) = 𝐏0 (1 − 𝑡)2 + 2 𝐏1𝑡 (1 − 𝑡) + 𝐏2 𝑡2 (18) 

As an expectation, the border has to ensure the zero and first-order continuity. For 

the zero-order continuity, the first control point of the next segment must be the 

same as the last control point of the previous segment. If 𝐁𝐞𝐳𝟏 means the Bezier 

curves to the first segment (with control points 𝐏0, 𝐏1 , and 𝐏2) and 𝐁𝐞𝐳𝟐 means 
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the Bezier curves to the second segment (with control points 𝐏2,  𝐏3 and 𝐏4), then 

for the first order continuity, the next equations must be fulfilled: 

𝐁𝐞𝐳𝟏′(1) = 𝐁𝐞𝐳𝟐′(0) (19) 

Where 𝐁𝐞𝐳𝟏
′ (1) means the time-derivation of the 𝐁𝐞𝐳𝟏(𝐭) and substituted the 

value of 1 into the derivated equation. 

After the substitution, the result is: 

𝐏3 = − 𝐏1 + 2 𝐏2 (20) 

If all the points are known that the spline has to contain, then the Bezier spline can 

be already calculated using (18) and (20). 

Figure 5 illustrates a Bezier spline with two segments. The second control point of 

the second segment (𝐏3) is calculated using (20), ensuring the first-order 

continuity. If the Bezier spline has more than two segments, the control points of 

the segments can be calculated with the same algorithm. 

 

Figure 5 

Lanes with the control points 

After all of the control points of all segments have been defined, the whole Bezier 

spline can be established. To get the other side of the corridor, another Bezier 

spline is needed that always has the same distance from the previous spline. The 

resulted Bezier splines that generate the lanes are presented in Figure 5. The 

control points are marked with green shaped x-s, and the borders of the lanes are 

shown with blue color. 

3.2.3 Steps of LKVO 

The main concept of the 𝐿𝐾𝑉𝑂 method is to select a velocity vector for the robot 

with that the agent will stay inside of the lane if it is possible or reach the 

boundary of the lane in the furthest time. 
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To detect, when the robot would reach the boundary of the lane, the intersection of 

the line of the velocity and second-order Bezier spline has to be calculated. 

Suppose the line has the (normal vector) equation. 

𝑎𝑥 + 𝑏𝑦 = 𝑐 (21) 

In vector form: 

𝐀T ⋅ 𝐗 = 𝑐 (22) 

Now 𝐀𝑇 = (𝑎, 𝑏), 𝐗(𝑡) = 𝐁𝐞𝐳(𝑡) from (18) because for the border of the lanes, 

second-order Bezier spline is used. After the substitution of (18) into (22), the 

result is: 

(1 − 𝑡)2(𝐀T ⋅ 𝐏0) + 2 𝑡(1 − 𝑡) (𝐀T ⋅ 𝐏1) + 𝑡2(𝐀T ⋅ 𝐏2) − 𝑐 = 0 (23) 

Using (23) for every investigated velocity vector from the corresponding subset 

that satisfies the TRVO algorithm, every intersection point can be defined. It is 

possible that for a selected velocity of the robot, there are more intersection points 

on the Bezier spline. In that case, the algorithm has to choose the closest 

intersection point to the position of the robot with the right orientation. For every 

velocity 𝐯𝐴, it has to be calculated when the robot would reach the right (𝑡𝑅(𝐯𝐴)) 

and the left boundary (𝑡𝐿(𝐯𝐴)) of the lane and use the minimum from them. 

The cost value of the 𝐿𝐾𝑉𝑂 method can be defined after a normalization: 

𝐶𝐿𝐾(𝐯𝐴) = 1 −
min(𝑡𝑅(𝐯𝐴),   𝑡𝐿(𝐯𝐴))

𝑡𝐻
 (24) 

where 𝑡𝐻 is a given time horizon, the cost value is even smaller if the robot will 

reach the boundary of the lane in a further time. If both of 𝑡𝑅(𝐯𝐴) and 𝑡𝐿(𝐯𝐴) are 

infinite numbers, then the robot will never reach the boundary, it will move in the 

lane. In that case, 𝑡𝐻 must be used in the cost function instead of 

min(𝑡𝑅(𝐯𝐴),    𝑡𝐿(𝐯𝐴)). (24) should be used if the robot is inside of the lane. A new 

logical variable can be introduced (𝑖𝑛𝐿𝑎𝑛𝑒) that has a value of 1 if the robot is 

inside of the lane. The value of the variable is 0 if the agent is outside of the lane. 

As an assumption, the robot leaves the lane on the left side. So the extended cost 

value for this method can be defined as: 

𝐶𝐿𝐾(𝐯𝐴) = 𝑖𝑛𝐿𝑎𝑛𝑒 (1 −
min(𝑡𝑅(𝐯𝐴),    𝑡𝐿(𝐯𝐴))

𝑡𝐻
) + (1 − 𝑖𝑛𝐿𝑎𝑛𝑒) 

𝑡𝑅(𝐯𝐴)

𝑡𝐻
 (25) 

because if the robot is outside of the lane, it has to select a velocity vector that will 

result in the lane entering back to the right as fast as it is possible (if 𝑡𝑅(𝐯𝐴) 

exists). If there is no opportunity to select a velocity vector resulting lane 

reaching, the same strategy must be used as in the case when the robot is inside of 

the lane. 

As in Section 3.1, at this algorithm, it is also a weakness that using only the 𝐿𝐾𝑉𝑂 

method, the agent has a slow motion inside of the lane because the main goal is to 

keep the lane if it is possible. The target position reaching has in this algorithm no 

effect. 
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So an appropriate solution idea is using a similar cost function as it was used in 

Section 3.1.1: 

𝐶𝑜𝑠𝑡(𝐯𝐴) = 𝛾 𝐶𝐿𝐾(𝐯𝐴) + 𝛽 𝐶𝐺(𝐯𝐴) (26) 

where 𝛾 ≥ 0. In that case, the motion planning can be influenced by the target 

reaching and the lane-keeping at the same time. 

3.3 Combination of the Different Methods 

A cost function can be constructed that contains every above-presented strategy: 

𝐶𝑜𝑠𝑡𝑡𝑜𝑡𝑎𝑙(𝐯𝐴) = 𝛼 𝐶𝑆(𝐯𝐴) + 𝛽 𝐶𝐺(𝐯𝐴) + 𝛾 𝐶𝐿𝐾(𝐯𝐴) (27) 

where every part of the cost function is the same as it was introduced in Section 

3.1.1 and Section 3.2.3. The 𝛼, β, and 𝛾 parameters will influence which strategy 

will play a higher role during the motion planning at a specific sampling time. 

These parameters are given at the beginning of the motion planning algorithm, and 

they have the same value during the whole motion. The exact values of the 

parameters can be specified considering the expected solution strategy using the 

empirical parameter tuning methodology with the experimental results. 

A cost value can be calculated for the velocity vectors of the appropriate subsets 

of the RAV (see Section 2). The best option can be selected using an optimization 

method (e.g., genetic algorithm [22]-[24]). 

4 Simulation Results 

In this section, several simulation results are presented. 

Because of the low calculation cost, a grid-based solution is introduced. In our 

scenario, a 5*5 velocity grid is used in RAV. The 𝐶𝑜𝑠𝑡𝑡𝑜𝑡𝑎𝑙(𝐯𝐴) value is calculated 

in every grid point. The optimal solution can be generated selecting the velocity 

vector from the grid that has the minimal cost value hence ensures a collision-free 

motion for the robot using the traffic rules and the lane-keeping algorithm. 

So the steps of the motion planning algorithm are: 

 Calculate the VO sets for every obstacle (Section 1.1). 

 Calculate the subsets that satisfy the Traffic Regulation rules (Section 2). 

 Make a grid from the investigated velocity vectors. 

 Calculate the cost value for every grid point in the RAV set (after 

calculating every part of the cost function described in Section 3). 

 Select the velocity vector that has minimal cost value. 

There are two obstacles in the workspace of the agent: the first obstacle is a 

moving obstacle that approaches to the agent in the opposite lane; the second 
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obstacle is a static obstacle located in front of the robot in the same lane where the 

agent is (at the start). The parameters of the robot model are: radius: 0.3 m, 

maximum velocity: 3 m/s (the absolute value of the velocity vector can be in the 

interval of 0-3 m/s). The parameters of the obstacles are: radii: 0.6, 0.7 m, the 

velocity of the first obstacle is changing during the motion considering the 

curvature of the lane, 𝑑𝑚𝑎𝑥  = 5 m, 𝐷𝑚𝑎𝑥 = 3m, 𝑡𝐻 = 1 s. The parameters have 

been calculated using empirical results. These examples show the differences 

between the introduced strategies and the result of the strategy where every part 

plays a role in the cost function. 

In every example, (27) is used with different parameter values considering the 

desired strategy. As an assumption, the TRVO method, which was introduced in 

Section 2, is used in every example. 

4.1 The Fastest Solution 

To get the fastest solution for the target reaching the parameters must be set as: 

• 𝛼 = 0, 𝛽 = 1, 𝛾 = 0  

In this case, the agent will select a velocity vector that causes the fastest motion, 

as it is represented in Figure 6, where the grid is represented using the little red x-

s, the black line shows the previous path of the robot and the other notations are 

the same as in Figure 2. It can be recognized that the robot has a tangential 

situation with the static obstacle during the motion. The robot executed the 

overtaking maneuver before the moving obstacle crosses the path of the robot, 

ensuring the target reaching as fast as it is possible. The soft-landing algorithm is 

used during the method. In that case, the closer the robot is to the goal the smaller 

velocity vector will be selected. 

 

Figure 6 

Selecting the velocity vector for the robot using the fastest solution 

4.2 Lane-Keeping Algorithm 

To execute the lane-keeping algorithm, the parameters must be set as: 

• 𝛼 = 0, 𝛽 = 0, 𝛾 = 1 
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In that case, the robot will select a velocity vector that will result to stay inside of 

the lane for the longest time. The result of this method is presented in Figure 7. As 

it is shown, the moving obstacle has already gone before the agent would have 

started the overtaking maneuver. 
 

 

Figure 7 

Selecting the velocity vector for the robot using LKVO 

On the left side of Figure 8, the lane-keeping algorithm is presented in the 

situation when the robot is outside of the lane. In that case, if the robot has the 

opportunity, then a velocity vector is selected that results in the lane entering in 

the next time interval. 

On the right side of Figure 8, the final path of the motion is presented. If the robot 

is outside of the lane, then the domination of the lane-entering maneuver is 

remarkable. S means the start position of the robot. 
 

 

Figure 8 

Selecting the velocity vector for the robot using LKVO outside of the lane and path 

4.3 Combination of Every Method 

To use all of the introduced methods together, the parameters must be set as: 

• 𝛼 = 1, 𝛽 = 1, 𝛾 = 1 

At the beginning of the motion, the LKVO method plays a higher role. The 

velocity vector with the minimal cost value ensures the lane-keeping as it is 

presented in Figure 9 (t = 1s). 
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As the agent nears to the static obstacle, it has a small velocity until the moving 

obstacles execute its motion in the next lane. After that, the agent starts the 

overtaking maneuver. Velocity is selected, resulting in a safe motion for the robot 

because the static obstacle is close to the robot. So at this moment, the SVO 

method has a higher impact on the cost (t = 8 s). If the robot is out of the lane and 

it has the chance to come back, then it will execute this maneuver immediately. 

After the robot passed the static obstacle, it reaches the target position as fast as it 

is possible (t = 10 s and t = 12 s). This example illustrated if the combined cost 

function is used with all components presented in Section 3, how the location of 

the obstacles and their velocities influence which component of the cost function 

will dominate at the velocity selection. 
 

 

Figure 9 

The result of the motion planning using the combined cost 

4.4 Simulation in V-REP 

V-REP [42] provides an appropriate solution opportunity to test mobile and non-

mobile robots using motion planning algorithms. Several types of robots can be 

used for test cases. 

The result of the defined algorithm was also tested in V-REP simulation 

environment. The motion planning algorithm was implemented in MATLAB, and 

there is the opportunity to connect the V-REP simulation environment with the 

MATLAB. 

At the aspect of the mobile robot selection, an omnidirectional robot was used 

(blue colored). In that case, the direction of the movement can be changed in 

every sampling time if it is necessary. In the first example, there is a static 
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obstacle (presented with a grey colored cylinder) between the robot and the target 

point. The goal will be reached using the fastest solution without the TRVO 

method. The video of the solution in V-REP can be checked in [43]. 

In the second example, the TRVO algorithm is also considered. The workspace of 

the robot is presented in Figure 10. There are a static (O1 presented with grey 

colored cylinder), and two moving obstacles (O2, O3 − presented with grey 

colored differential driven robots) in the environment of the robot. In 

consideration of the O3, an overtaking maneuver is presented, ensuring an evasive 

maneuver. O2 is crossing from the left, so the agent can execute its motion to the 

goal position without giving priority to the obstacle. The video of the motion is 

presented in [44]. 

 

 

Figure 10 

V-REP simulation 

Conclusions 

In this work, a reactive motion planning algorithm was presented with a cost 

function. The cost can be determined according to the requirements of safety, 

speed, and lane-keeping. An appropriate solution can be provided by using the 

combined cost function with all of these components. Some Traffic Regulation 

rules can also be considered during motion planning. The motion planning 

algorithm was also simulated in V-REP simulation environment and generated an 

appropriate solution using only the kinematic constraints of the robot. The main 

novelty of our approach was to use these different aspects of the motion planning 

problem at the same time, generating an optimal collision-free target reaching 

solution for the mobile robot. 

As a future plan, the algorithm will be implemented on a real robotic system. The 

parameters of the cost function could also be changed in real-time during the 

motion considering the uncertainty of the sensor measurement data. The cost 

function could also be extended with new aspects of motion planning. 

The algorithm could also be extended for autonomous vehicles, not only for 

holonomic mobile robots. 
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