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Abstract: This paper aims to design a wheeled mobile robot for path tracking and for 

automatically taking an elevator by integrating multiple technologies, including image 

processing using hue-saturation-value color space, pattern recognition using the adaptive 

resonance theory (ART), and robot control using a fuzzy cerebellar model articulation 

controller (FCMAC). The ART is used to recognize the button of the elevator. It is an 

effective competitive learning rule for figure identification. The FCMAC is used for path 

tracking. Experimental results demonstrate the proposed control system can drive the 

wheeled robot to take the elevator automatically. 

Keywords: Pattern recognition; Adaptive resonance theory; Fuzzy CMAC; Wheeled mobile 

robot 

1 Introduction 

With the progress of human civilization, as well as lifestyle changes, intelligent 

robots are gaining influence in human daily life, such as providing entertainment, 

life safety, health and other aspects of the service. Intelligent robots integrate me-

chanics, electronics, automation, control, and communications technologies. Vari-

ous types of robots have been developed in recent years. For a variety of needs, 

the development of a robot system combines many advanced theories, such as 

path planning, visual image processing technology, body positioning, obstacle 

avoidance techniques, and arm control. In recent years, the wheeled mobile robot 
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(WMR) has been frequently discussed in mobile robot researches. It has some ad-

vantages, such as easy control, high-speed mobility, and energy storage capacity 

[1, 2], which are better than for the legged robot. WMR has been successfully ap-

plied to path planning, parking control, obstacle avoidance, navigation, object 

tracking, cooperation of multiple robots, etc. 

Many researchers have tried to convert expertise into the robotic system so that 

the human-robot interaction in daily life can be more harmonious. Zhao and Be-

Ment [3] addressed six common kinds of three-wheeled robot models and their 

ability of control. Leow et al. have analyzed the kinetic model of an all-direction 

wheeled robot [4]. Zhong used an omni-directional mobile robot on a map build-

ing application [5]. Chung et al. [6] utilized two wheels and different speeds for 

position control. Shi et al. installed multiple sensors on a WMR and utilized fuzzy 

reasoning value to control the WMR [7]. Path planning and fuzzy logic controller 

have been developed to make a WMR track a desired path [8]. In the development 

of the intelligent versatile automobile, the automobile used ultrasound sensors to 

help it search the correct reflective position in an unknown environment [9, 10]. 

The cerebellar model articulation controller (CMAC) can be thought of as a learn-

ing mechanism to imitate the human brain [11]. By applying the fuzzy member-

ship function into a CMAC, a fuzzy CMAC has been created [12, 13]. The ad-

vantages of a fuzzy CMAC over neural networks (NNs) have been presented [14, 

15]. Thus, a fuzzy CMAC will be designed for the control scheme of a WMR. 

This study aims to design an intelligent control strategy for a wheeled robot to 

track an assigned path and to take an elevator automatically so that it can be ap-

plied for the service of document delivery in a company. This study applies a 

fuzzy CMAC to a wheeled mobile robot to track a path and uses adaptive reso-

nance theory [16] to identify an elevator button. Since the WMR is a nonlinear 

model, a dynamic equation is needed for system analysis and control regulation 

design. The fuzzy controller is one of the most prevalent controllers for nonlinear 

systems because the control scheme of a fuzzy controller is simple and flexible. A 

localization system called StarGazer [17] is used to provide coordinate locations 

for the WMR. For the fuzzy controller, its inputs are the coordinate and the head-

ing angle. Therefore, the WMR can track a preset path accurately. A neural net-

work system based on the adaptive resonance theory (ART) is utilized for pattern 

recognition. The neural network can identify the elevator button quickly and cor-

rectly. The contributions of this study are: (1) that an intelligent control scheme is 

proposed to control a WMR to take elevator automatically; (2) that the ART is uti-

lized to recognize elevator buttons successfully; (3) that path planning is obtained 

by a localization system; and (4) that trajectory control is achieved by a fuzzy 

CMAC. 



Acta Polytechnica Hungarica Vol. 10, No. 6, 2013 

 – 7 – 

2 System Description 

The experiments are performed on the Ihomer WMR [18], as shown in Fig. 1. 

 

Figure 1 

Ihomer wheeled mobile robot (WMR) 

A StarGazer localization system is installed on top of the WMR to transmit and 

receive the infrared signals that are used to obtain the coordinate location and 

heading angle of the WMR. There are six ultrasonic sensors, of make Devantech 

SRF05, and the detecting range is from 1 cm to 4 m. The SRF05 sonar sensor 

module is easy to connect with an ordinary control panel, such as BASICX, etc. 

The sonar frequency is 40 KHz, the current is 4 mA, and the voltage is 5 V. As-

sume the condition that the WMR is located on the Cartesian coordinate system 

(global coordinate system) as shown in Fig. 2, which has no lateral or sliding 

movement. The WMR represents a vector with nonlinear terms on the two dimen-

sional Cartesian coordinate system carrying both head direction and lateral direc-

tion information. The WMR belongs to a nonholonomic system [19]. The move-

ment change of WMR on a global coordinate is 
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Figure 2 

WMR coordinate diagram 
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Definitions of all variables are given as follows: 

v: Speed of the center of the body 

w : Angular speed of the center of the body 

r : Radius of the wheel 

d : Distance between the left wheel and the right wheel 

( 1)kx i  : Next x-axis coordinate of the center of the body on global coordinate 

system  

( 1)ky i  : Next y-axis coordinate of the center of the body on global coordinate 

system  

( )kx i : X-axis coordinate of the center of the body on global coordinate system 

( )ky i : Y-axis coordinate of the center of the body on global coordinate system 

t : Sample time of every movement of the WMR 

lw : Left-wheel speed of the WMR 

rw : Right-wheel speed of the WMR 

In order to obtain the relative distance, we change the target position and the 

WMR position from the global coordinate system to the local coordinate as shown 

in Fig. 3, which is between the center of the WMR and the expected position. 
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The WMR center relative distance and expected position (error distance) is 

2 2

e t td x y    (4) 
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Figure 3 

Coordinate of relative position of the WMR and expected position 

The relative angle is defined as the included angle between the heading direction 

of the WMR and the expected position. The local coordinates of the WMR ob-

tained by (5) through the trigonometric function can be calculated. 

1tan t

t

y

x
 

 
  

 
 (5) 

The error angle of the heading direction and expected position is calculated by (6). 

90e    (6) 

Definitions of all variables are given as follows: 

X: X-axis of the global coordinate system  

Y: Y-axis of the global coordinate system 

X2: X-axis of the body coordinate system 

Y2: Y-axis of the body coordinate system 

Xt: The x-axis coordinate of the expected position on the global coordinate system 

Yt: The y-axis coordinate of the expected position on the global coordinate system 

Xk: The x-axis coordinate of the center of the body on the global coordinate sys-

tem 

Yk: The y-axis coordinate of the center of the body on the global coordinate sys-

tem  

Xt’: The x-axis coordinate of the expected position on the body coordinate system 

Yt’: The y-axis coordinate of the expected position on the body coordinate system 

θ: The included angle between the center of the body and the x-axis of the global 

coordinate system 

θe: The relative angle of the heading direction of the WMR and the expected posi-

tion (error angle) 

φ: The included angle between the lateral direction of the WMR and the expected 

position 

de: The relative distance between the WMR and the expected position (error dis-

tance) 
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3 Image Process 

The HSV color space is used. The color is made up of its hue, saturation, and 

brightness. Hue describes where the color is found in the color spectrum and the 

shade of the color. Red, yellow and purple are used to describe the hue. The satu-

ration describes how pure the hue is with respect to a white reference. The HSV 

color of external light can improve the identifiable rate of color and the speed of 

image process [20]. 

The RGB image of the elevator buttons is shown in Fig. 4(a). The RGB color 

space values are transferred to the HSV color space values [21] with the following 

equations: 

GB,

B)(GB)(RB)(R 2

B)(RG)(R
cos 1H 





 

 

GB,
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cos 12πH 





 

(7) 
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B)G,min(R,B)G,max(R,
S






 , 255

B)G,max(R,
V 

 
(8) 

V plane is used first. Because the figure that needs identifying remains largely un-

changed, a threshold is set to the image and then this image can be processed to 

become a binary case. Then, open and closed image filtering is used to make the 

image clearer. This is a very common way of filtering. The processed image is 

shown in Fig. 4(b). 

   

(a)         (b) 

Figure 4 

The elevator buttons and the processed images 

Next, the target image will be identified by the ART method. The ART neural 

network is shown in Fig. 5. 
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ART neural network 

Procedures of the ART neural network are shown as follows: 

Step 1: Set all neurons with the initial bounded values. 

Step 2: Present the input pattern to the network. Note that the first image pattern is 

set to the first neuron as the winner and is assigned to class 1, and then skip 

to Step 6. 

Step 3: Enable the neurons that have won and have been assigned to certain clas-

ses. 

Step 4: According to the following criteria, to find the closest class with the input 

vector, the so-called ”closest” refers to the “similarity”. The similarity 

measurement is defined as (the first rating standard): 

1
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(9) 

Step 5: From Step 4, select the winner that has the largest 1S . Assume the thj  neu-

ron is the winner, then the second similarity standard is applied to meas-

ure the victorious neuron samples stored in the neurons. The second simi-

larity measurement is defined as the evaluation standard (the second rat-

ing standard): 
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(10) 

When 2 ( , )
j

S w x   ( is appositive constant and is less than 1, and is 

called vigilance parameter), the wj and x can be regard as very similar, 

then we can perform Step 6; otherwise the thj  neuron is disabled, go 

back to Step 4, find the next winning neuron. 
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Step 6: Adjust the weights of the winner neuron j by following equation: 

                                 

2( 1) ( ) AND 4
j j

w n w n x b ac  
                              

(11) 

The output of neuron j represents the input pattern x  is recognized as 

class j. Go back to Step 2 to re-accept next new input pattern. 

4 Control Scheme 

In this study, the control scheme is divided into two parts. The first part is path 

tracking and the other part is a process to control the robot to push and check the 

elevator button. A fuzzy CMAC is developed to realize the path tracking control. 

A linear controller is used to control the WMR in the push-and-check button mis-

sion, and another linear controller is used to control the arm’s position by the tar-

get point with image processing. The control sequence is shown in Fig. 6. 

 

Figure 6 

Flowchart of the control sequence 
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A    Path Planning 

In this study, a localization system is applied in path planning. In order to make 

the path clear, we need to paste landmarks on the ceiling every 150 centimeters 

and even in the elevator. With the coordinates obtained by the localization system, 

we can plan the desired path for the WMR, as shown in Fig. 7. 

 

Figure 7 

The planning paths 

B    Fuzzy CMAC Control 

In order to take the elevator automatically, the WMR uses the fuzzy CMAC to 

track the desired path and uses image processing and image recognition to find the 

elevator button. The considered FCMAC is shown in Fig. 8. Compared with a 

neural network, the FCMAC has a faster learning rate and better local generaliza-

tion ability. The processing algorithms of the FCMAC are described as follows: 

 

Figure 8 

Conventional FCMAC structure 
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Step 1: 

Quantization (X→S): X is an n-dimension input space. For the given, x  = [ 1x  2x

, ... , nx ]T
, s = [ 1s  2s , ... , ns ]T

 represents the quantization vector of x. It is 

specified as the corresponding state of each input variable before the fuzzification. 

Step 2: 

Associative Mapping Segment (S→C): It is to fuzzify the quantization vector 

which is quantized from x. After the input vector is fuzzified, the input state val-

ues are transformed to “firing strength” based on the corresponding membership 

functions. 

Step 3: 

Memory Weight Mapping (C→W): The 
thi  rule’s firing strength in the FCMAC 

could be computed as: 

)()(...*)(*)()( 1
1

2211 ij

n

i
njnjjj xcxcxcxcxC


  (12) 

where ( )
ij ic x  is the 

thj  membership function of the 
thi  input vector and n is the 

number of total states. The asterisk “*” denotes a fuzzy t-norm operator. Here the 

product inference method is used as the t-norm operator. 

Step 4: 

Output Generation with Memory Weight Learning (W→Y): Due to partial propor-

tional fuzzy rules and existent overlap situation, more than one fuzzy rule is fired 

simultaneously. The consequences of the multi-rules are merged by a defuzzifica-

tion process. The defuzzification approach we applied is to sum assigned weights 

of the activated fuzzy rules on their firing strengths, denoted as )(xC j . The output 

of the network is, 

))(/)((
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The weight update rule for FCMAC is as follows: 
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where   is the learning rate, m is the size of floor (called generalization), and yd 

is the desired output. Here, an adaptive learning rate is introduced [22]. Let the 

tracking error e(t)  be 

)()( tyyte d   (15) 
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where t is the time index. A Lyapunov function can be expressed as 
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Thus, the change in the Lyapunov function is obtained by  
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Using the gradient descent method, we have 
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From (13) and (15) we have 
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From (16) to (23) we have 
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This implies that 0)( te  for t . Thus, the convergence of the adaptive 

FCMAC learning system is guaranteed. 
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5 Experiment Results 

First, the path to the elevator is planned with an indoor localization system. The 

WMR moves along the path and reaches the desired location in front of the eleva-

tor buttons and then uses the webcam to obtain button images. After using image 

recognition to find location information, the WMR moves its robot arm to reach 

the target altitude and presses the desired button. The WMR then pulls back and 

checks the button light. With the indoor localization system the WMR moves 

along the planned route to reach the elevator door and uses ultrasonic sensors to 

detect the elevator door. After the elevator door opens, the WMR moves into the 

elevator and tracks the preset path so that it can reach the desired location in front 

of elevator buttons. Path tracking is shown in Fig. 9. 

 
Figure 9 

WMR path tracking by FCMAC 

With image identification, the WMR moves its robot arm and presses the desired 

button, and then it waits for the elevator door to open. When the elevator door 

opens, the WMR moves out from the elevator, and then all actions are completed. 

When taking the elevator, the WMR starts at the outside of the elevator. First, the 

WMR gets its own coordinates via the StarGazer. The WMR moves along the de-

sired path to the front of the outside button of the elevator by path tracking until 

the WMR moves to the stop line. In the second part, the WMR raises its left arm 

and points to the target button. When the WMR pushes the outside button, it 

checks the button lights and moves backward to the stop line, as shown in Fig. 10. 
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Figure 10 

Push the outside button and identify it 

 

In the third part, the WMR moves to the position in front of the elevator. This 

mission needs to use the coordinates from the StarGazer. With the coordinates, the 

WMR can move close to the desire path, as shown in Fig. 11. 

 

 



Acta Polytechnica Hungarica Vol. 10, No. 6, 2013 

 – 19 – 

 

Figure 11 

Move to the position in front of the elevator 

 

In the fourth part, the WMR waits in front of the door, and when the door opens 

the WMR moves to the target position, which is in front of the elevator button, as 

shown in Fig. 12. 

 

 

 

Figure 12 

Wait for the door open and move into the elevator 
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In the fifth part, the WMR pushes the inside button of the elevator and checks the 

button light. First, the WMR raises its left arm and points to the target button. 

Second, when the WMR pushes the inside button, it identifies the button lights 

and move backward to the stop line, as shown in Fig. 13. 

 

 

 

Figure 13 

Push the inside elevator button and identify it 

In the sixth part, the WMR moves to the position in front of the elevator door, 

waits for the door to open and moves out, as shown in Fig. 14. Then the complete 

processes are finished. 
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Figure 14 

Move out of the elevator 

Conclusions 

In this paper, an intelligent control scheme based on FCMAC control, image pro-

cessing, and adaptive resonance theory is proposed to control a mobile robot for 

path tracking and automatically taking an elevator. This research integrates a lo-

calization system, StarGazer, and ultrasonic sensors to track the desired path and 

distinguish whether the elevator door is opened or not. With the coordinate pro-

vided by the StarGazer and the controller, the WMR can move along the desired 

path. In image processing, the interference of light intensity is very troublesome. 

Therefore, the HSV color space is used to solve interference of light. The webcam 

vibrates while the WMR moves and this will cause the captured image to be un-

stable and with noise. This problem can be solved with filtering processes. Exper-

iment results show the developed control system can drive the wheeled robot to 

track the desired path and to take the elevator successfully. 
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