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Abstract: The aim of the article is to give an overview of human factor research in 

psychology applicable to autonomous driving. The study is centered around situation 

awareness, a widely used concept in human factor research regarding the operation of 

automated and semi-automated systems (and communication between autonomous vehicles 

and humans). A proposal is put forward for structuring situation awareness requirements 

for autonomous driving, which could be a starting point for defining such requirements, 

and may foster a discussion on the issues associated with the human factor in relation to 

autonomous driving. Two models of human error (the SHELL model and the Swiss cheese 

model) are also introduced, one of which represents an integrated approach of error in 

situations that involve humans working with complex machinery or instruments, while the 

other represents a more superficial viewpoint on the multicausal nature of errors.           

The present overview can provide an appropriate basis for a discussion about the role of 

the driver in autonomous vehicles, and the place of human factor research in the emerging 

field of self-driving technology. 
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1 Introduction 

Autonomous driving systems are currently one of the main research and 

development fields. The number of publications in this field have shown a 

significant increase in the last few years. 

A fundamental issue, from a human factor perspective, is how to design 

automation so that drivers fully understand the capabilities and limitations of the 

vehicle, and maintain situation awareness of what the vehicle is doing and when 

manual intervention is needed – especially for first-generation vehicles that 

require drivers to resume manual control of automated functions when the vehicle 

is incapable of controlling itself. 

However, the role of the driver, the human factor, is still underrepresented in these 

studies. The purpose of this paper is to document some of the human factors and 

challenges associated with the transition from manually driven to self-driving 

vehicles and to outline possibilities. 

A key issue with highly automated driving (HAD) at this stage of its development 

is that it is not yet fully reliable and safe [1]. Therefore, in situations in which 

HAD fails or is limited (e.g., sensory degradation in poor weather conditions; the 

inability of on-board computer algorithms to make a safe decision), the driver will 

be expected to take control of the vehicle and resume manual driving. For this 

transition of control to occur safely, it is imperative that the driver fully 

understands the capabilities and limitations of HAD and maintains full awareness 

of what the vehicle is doing and when intervention might be needed [2]. In this 

paper, we document some of the human factor challenges associated with the 

transition from manually driven to self-driving vehicles. 

Psychology, especially traffic psychology is a field that aims to investigate road 

user behavior, and the psychological aspects, factors, and processes that underlie 

these behaviors [3], and it should be an essential contributor to the discussion of 

the issues of autonomous vehicles. Still, psychological approaches are restricted 

mainly on questions of attitudes to and acceptance of autonomous vehicles.      

The nature of human cognitive processes, motivations, traits, emotions, moods, 

and habits all have critical effects on the driver’s behavior, perception, and 

processing of information, which is widely investigated by psychological research. 

Thus, ignorance of these human characteristics might lead to potential problems 

and errors in the design and engineering of autonomous vehicles. 

The aim of this paper is twofold. On the one hand, we would like to give an 

overview of the most relevant questions and results on situation awareness in the 

field of human factor research (see Table 1). We decided to use this expression, 

which is one among other often used terms in this field (e.g. human-machine 

interaction), since it emphasizes the place, source of problems we would like to 

discuss. Situation awareness has been chosen as the central focus since its role is 

widely accepted in the human factors literature and it is commonly applied in the 
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research on human factors and on autonomous/intelligent systems. Secondly, by 

highlighting relevant issues and findings, this study would like to show how traffic 

psychology can contribute to other fields of science like engineering, information 

technology, and ergonomics. Hopefully, this overview will raise even more 

questions that need to be answered. 

Table 1 

Overview of problems discussed in this paper 

source of problem input process output 
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tu
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attention  locus of attention 

 anticipation and expectations 

 intentional focus of attention 

 divided attention 

 limitation of capacity 

 capacity of working memory 

  

vigilance  mental load 

 tiredness 

 boredom 

reaction time 

engagement  disengagement  

 distracted driving 

communication 

(between 

autonomous 

vehicle and 

human) 

misinterpretation    miscommunication 

 effectiveness of 

communication 

information 

processing 

   comprehension 

problems 

 relevance of 

information 

  

human error typical characteristics of human “operation” and errors 

(concerning human-machine interaction and communication)  

2 The Human Factor 

The role of the human driver is extensively discussed in “traditional” driving 

systems. In the case of autonomous cars, the more developed the vehicle control 

system, the more critical the role of the human factor, – or more precisely, the 

change in the role of the human factor [4]. It is without question, that in the not-

too-distant future autonomous vehicles will reach, or at least will approach the 

level of total/full automation (level 5, defined by SAE International [5]). Misuse 

of equipment can cause problems even in partially automated systems [6], hence it 

is crucial to know if drivers are able to properly use these modern, highly 

automated systems. Automated systems may not be perfect, they can make wrong 



G. Kovács et al. Human Factor Aspects of Situation Awareness in  
 Autonomous Cars – An Overview of Psychological Approaches 

 – 10 – 

decisions and err in some situations. As humans are the only flexible, and adaptive 

part of the system, only they can prevent these errors by modifying the processes 

of the system if necessary. Carrying this out may not be easy: the operator has to 

know the abilities, shortcomings, and limitations of their own and those of the 

system. Moreover, a high level of vigilance is needed to recognize the errors or 

malfunctions [7]. Thus, this implies the critical issue of cognitive and other skills 

in the context of driving. It must be clearly seen that humans and automated 

systems both can make errors, which – from a psychological perspective – 

emphasize the need for knowledge about the characteristics of human errors too. 

The main subjects of human factor research are operators in nuclear power 

stations, oil refineries, chemical industrial plants, aviation, and autonomous 

vehicles. The main issues are trust, acceptance, proper use, and attention. Situation 

awareness seems to be an effective theoretical framework to discuss these because 

all of these issues can be built around this concept based on their effect on it. 

3 Situation Awareness 

Situation awareness is “the perception of the elements in the environment within a 

volume of time and space, the comprehension of their meaning, and the projection 

of their status in the near future” ([8], p. 36). It is the mental representation of the 

current state of the environment, more precisely that of its goal-relevant aspects. 

Okray and Lubnau [9] define it as a skill to become aware of the relevant, crucial 

characteristics of the actual situation, which is happening. It is proposed that 

situation awareness is the basis for decision making that involves complex and 

highly dynamic systems, and thus it is indispensable in fields like aviation, power 

plant operation, military tactics, or in more everyday activities like reading or 

driving in traffic. 

Although there are several models of situation awareness (e.g. [10], [11]), the 

most widely cited and perhaps the most elaborate model in the human factors 

literature is that of Endsley’s framework model [8]. The model contains the 

proposed structure of situation awareness as the representation of the current state, 

it’s role in behavior involving a complex system, as well as endogenous and 

exogenous factors affecting it (Figure 1). As of the structure of situation 

awareness it contains three levels, and is hierarchical in nature. Level 1 is the 

perception of the elements, their status, and attributes in the environment. Level 2 

goes beyond being simply aware of these elements, it involves the comprehension 

of their role in a situation, recognition of patterns, and identification of significant 

events. Level 3 is the projection of the current state in the near future based on the 

knowledge of the attributes of the elements and the understanding of the situation. 

As we can see the higher levels are based on the lower levels, which also implies 

that building up situation awareness is inherently time-consuming, and it must be 
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maintained continuously to accurately represent the current situation at every 

level. For example, in a road traffic scenario when we approach an intersection 

with a certain speed, we may notice another vehicle from the right, also moving at 

a considerable speed having the index turned on, and that there aren’t any stop 

signs or give way signs (level 1). From these, we conclude that the vehicle is 

about to take a left turn and that we have to give way according to the traffic rules 

(level 2). We also realize that with the current speed and course the two vehicles 

will crash (level 3). If this representation correctly describes the situation, it can be 

an apt base for a decision to avoid the collision by changing the speed or course of 

our vehicle. Also, an inaccurate representation on either level (level 1: 

overlooking the other vehicle, level 2: neglecting the traffic rules that apply to the 

situation, level 3: wrongly predicting the route of the vehicles) could result in an 

accident. 

 

Figure 1 

Endsley’s framework model of situation awareness (based on [8]) 

It is important to note, however, that performance in a particular situation depends 

on situation awareness, but not identical to it. This is also emphasized by Endsley 

[8] or Adams et al. [12] among others. Errors can stem from an impaired 

assessment of the situation, from bad decision-making, or a poorly performed 

action. Thus, by separating the act of decision making and performance from 

situation awareness also makes it possible to analyze the causes of errors at a 

deeper level. 
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3.1 Factors Influencing Situation Awareness 

Several studies have investigated the factors which may influence situation 

awareness. In this section an overview is given of the most frequently cited factors 

based on Okray and Lubnau [9], integrating it with the most important and 

relevant findings in traffic psychology. 

3.1.1 Attention 

Attention is known as an effective predictor of good achievement [13] and as one 

of the most important factors of safe driving. Some findings suggest that over 25-

50% of accidents happen because of drivers’ inattention. Attention deficit might 

be more typical in the case of novice drivers [14], who usually tend to locate their 

attention ahead in a narrower scope than experienced drivers. With the 

advancement of driving skills, intentional control of attention becomes more 

effective. Driving experience is strongly connected to age: younger drivers have 

less experience. This must be highlighted since attitudes toward autonomous cars 

are more positive among the youth [15]. Attentional anticipation also improves 

with the familiarity of the route [16], which may result in a more goal-oriented 

driving, a smoother driving performance, a decrease in unnecessary declarations, 

and an increase in travel speed. This improvement is more significant in the case 

of experienced drivers. 

A central characteristic of attention is a limited capacity for information 

processing, which can be controlled intentionally [17]. Shinoda, Hayhie, and 

Shrivastava [18] also emphasize the relative importance of expectations in 

attentional processes. While expectations in some situations are beneficial for 

drivers, in other situations they are proven to impair attention and perception.      

A driver of an autonomous car can benefit from his expectations regarding the 

behavior of the car – they can prepare themselves to intervene. On the other hand, 

in the absence of expectations they may be surprised and take desperate and 

improper actions if the car is perceived to act inappropriately. 

Since it is impossible to attend to every aspect of the actual situation, effective 

direction and allocation of attention are crucial for drivers. The direction of 

attention is determined by both exogenous and endogenous factors [19].            

For instance, a change in the environment, like a sudden movement or appearance 

of a new stimulus usually draws attention to itself. Although this is an unintended 

process, attention can be directed intentionally too. During driving there is a 

complex interaction between exogenous and endogenous factors, and it is crucial 

for the driver to detect all the relevant cues. Unnecessary distractions could impair 

driving performance; thus, this should be an important aspect in information 

systems in autonomous vehicles. Insufficient information impairs driver’s 

situation awareness, preventing them from forming an apt picture of the actual 

situation and therefore inhibits adequate decision making. On the other hand, too 

much information overloads the cognitive system, making it harder for the driver 
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to attend to the relevant aspects of the situation, also impairing situation awareness 

and decision making. 

Divided attention enables the individual to monitor several events, several aspects 

of the situation at the same time. According to the early selection theory of 

attention [20], filtering takes place at an early stage of perception, which means 

that attention sharing is not possible. We can talk only about quasi-shared 

attention: the perceiver focuses on only a single aspect of an event at a time, but 

the focus is (re)directed quickly and often to another aspect, so steps of 

information processing happen in sequence, shortly after each other. Other 

theories (e.g., Kahnemann [21]) suppose that there are situations when real, 

parallel information processing takes place, however, it is a function of attentional 

capacity and attentional processing if this can happen. Enough attentional capacity 

enables parallel processes, otherwise, sequential processing occurs. 

When talking about attention, working memory must also be mentioned as an 

important factor in situation awareness. Working memory enables us to remember 

relevant aspects of a situation and make it available for the human cognitive 

system. Without this attention is unfocused, and it is not targeted [22]. In an 

(autonomous) driving task McCarty et al. [23] found that individuals with lower 

working memory capacity reacted slower. This approves he suggestion that 

working memory also plays a critical role in safety of autonomous cars. 

3.1.2 Communication and Information Processing 

Recently communication within the framework of situation awareness has mainly 

focused on human-human communication in relation to teamwork, not human 

machines. The findings showed that communication failures may end up in serious 

errors and even accidents [24]. Miscommunication is more frequent in high-

workload situations, e.g., in air traffic control when the pilot is not a native 

English speaker. This type of communication failure is less important in our 

current focus. We would rather highlight how human drivers may misinterpret the 

information perceived in direct communication between autonomous vehicles and 

humans. 

Drivers’ performance varies during information processing. Shinar et al. [25] 

provide a cross-national study on traffic sign symbol comprehension. They 

concluded that a good sign design should follow stereotypes (for example red is 

connected to danger), differing shapes of signs help us to distinguish among 

different types of messages (prohibition, warning or guiding). Relevancy is also 

important: relevant signs require easier recognition. There are some characteristics 

of traffic signs that help the recognition [26] like familiarity, concreteness, 

complexity, meaningfulness, and semantic difference. These findings could be 

important in intelligent vehicle design too since these can help human drivers’ 

understanding of the system processes. 
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In case of autonomous systems, it is crucial that the system communicates in a 

way that helps the drivers’ information processing. Potential candidates to deal 

with these kinds of problems would be cognitive info-communication 

(CogInfoCom) [27], distributed cognition [28], or the field of human-computer 

interaction [29]. These multidisciplinary fields could provide recommendations 

regarding e.g., the type and modality of information the system provides for the 

user. In the case of autonomous cars, such an approach will be especially 

important, as the car sometimes has to effectively communicate complex 

representations of the system state to the driver. 

3.1.3 Boredom and Engagement: Maintaining Vigilance 

Autonomous driving systems aim to lower human mental load in order to optimize 

human performance. However, this approach is contradictory since the decreased 

mental load can cause passive tiredness and lower vigilance, which impairs 

attention and in a critical situation it may lead to wrong decisions. Also, drivers 

tend to prevent boredom, so in low-activity situations, they engage in non-driving 

activities behind the wheel (e.g. [30]), which is a problem because distracted 

driving causes higher reaction times in task-shift situations. 

Reaction time is closely related to vigilance. Scientists usually treat it as a constant 

skill, though it is affected by several factors, like age, gender, and the actual 

mental state of the individual, among others. Reaction time tends to decrease with 

age, [13], [31]. Drivers under 30 have the lowest reaction times, and drivers above 

60 the highest. These differences are enhanced by mental load [31]. Men react 

faster than women at any age [32]. In simulation research it was found that 

reaction time is also connected to human circadian rhythm and level of arousal: 

one tends to respond slower at 6 am, 2 pm. and 2 am, than at 10 am, 6 pm or 10 

pm [33]. 

From the results of research in the fields of aviation and air traffic control, it is 

known that high level of automation can contribute to boredom [34]. Boredom can 

lead to distraction, higher reaction times, and even more mistakes [35] however 

this effect isn’t specifically tied to autonomous vehicles. For example, Dahlen et 

al. [36] found that boredom proneness can predict unsafe driving. Cummings et al. 

[34] concluded that subjects during a simulation of an unmanned vehicle’s 

supervisory control spent a lot of time being distracted, and they noted that the 

problem can be mitigated by efficiently switching attention. Driver boredom also 

shows connections with personality; a higher level of enthusiasm is associated 

with a lower level of boredom [35], while neuroticism seems to be positively 

correlated with boredom. Age also seems to have an effect on boredom: younger 

drivers experience boredom more often than older drivers [37]. It can be an aim of 

design to reduce boredom; for example, Steinberger [38] has found that 

gamification might be a key to solve this problem. 
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3.2 Situation Awareness Requirements for Driving 

There are areas such as air-to-air combat fighters [39], infantry platoon leaders 

[40] or air traffic control personnel [41] where we can find information 

requirements for situation awareness. In the case of driving this research is at best 

in its infancy (see [42] for an example). However, the basis for this research in the 

form of descriptive driving models is very promising (see [43], [44]). 

This study tries to add to this endeavor with a proposal regarding the structure of 

such requirements, which is also applicable to autonomous cars. At the core of this 

proposition is a sharp distinction between traditional driving tasks (e.g., choice of 

speed, steering, navigation, and monitoring of the traffic) and system-monitoring 

tasks (e.g., supervision of the decision of vehicles, or checking of operational 

conditions) of the driver. The relevance of these tasks is a function of the level of 

automation. Viewed simply the relevance of traditional driving tasks is higher at 

the lower levels of automation, while the relevance of system-monitoring tasks 

may be (but is not necessarily) higher at the higher levels of automation.             

To demonstrate this point recommendations for the levels of automation for on-

road motor vehicles by the Society of Automotive Engineers [5] are used to take a 

look at the role of traditional driving tasks and of system monitoring tasks during 

driving at different levels of automation. The attentional demands and risk of 

boredom are also taken into consideration. These are overviewed in Figure 2. 

The SAE recommendation proposes six levels of automation, ranging from level 0 

(no automation) to level 5 (full automation). The difference of the levels can be 

easily grasped by stating who is responsible for performing the dynamic driving 

task (DDT) at different levels. The DDT contains essentially what Michon [43] 

defined as tactical and operational levels of driving tasks, and incorporates object 

and event detection and response (OEDR, monitoring of the driving environment), 

which is highly dependent on situation awareness. 

At level 0 there is no automation, the driver is responsible for the whole DDT, 

however some vehicle systems may provide warnings or support, such as 

momentary emergency intervention. The role of traditional driving tasks are 

essential, while there is no need for monitoring of the system’s state thus there 

isn’t an increased need for the sharing of attention between these two. However, 

the driver needs to be receptive to the signals of the aforementioned vehicle 

systems. The driver needs to actively sustain their attention, and actively manage 

the DDT while they continuously receive feedback of their actions, so the risk of 

boredom is low. 

Level 1 automation incorporates several driving assistant systems which manage 

parts of the DDT, such as lateral control of the vehicle (e.g., lane centering assist 

systems), or the longitudinal control of the vehicle (e.g., adaptive cruise control 

systems). The role of traditional driving tasks may be similarly crucial as at level 

0, as these driving assistant systems are not able to manage the full operative 

control of the vehicle. The driver has to monitor the functioning of the driving 
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assistant system, and intervene, if necessary, hence the role of system monitoring 

tasks is more important, and there is a need to share attentional capacity between 

the two tasks. The driver needs to stay ready to take over the full DDT. The risk of 

boredom is low because of the highly active role in the DDT, and the need for 

continuous monitoring of the traffic situation. 

A car with level 2 automation manages part of the DDT, both the lateral and 

longitudinal control of the vehicle (i.e., the operative driving tasks). The driver 

manages the rest of the DDT, that is the tactical driving tasks, like selecting the 

correct maneuver for the current situation. System monitoring tasks are more 

important than on the previous level, the driver has to supervise many aspects of 

the system. Because of the relatively low-level of activity, the risk of boredom is 

higher than before. 

 

Figure 2 

Supposed relevance of traditional driving tasks and system monitoring tasks and risk of boredom at 

different levels of automation 

On level 3 the system manages the entire DDT, including the operative and 

tactical driving tasks. Besides these, it also monitors itself, is able to detect system 

malfunctions, and leaving of the operational domain. The driver does not practice 

any of the traditional driving tasks, and system monitoring tasks, however, all 

these tasks will be crucial if the driver has to take over the DDT (based on their 

own decision or because of system failure). Sharing of attention is not needed 

under normal circumstances, but in the case of takeover, there is an increased need 

for attention sharing. The risk of boredom is high in such scenarios, which is 

exceptionally dangerous if the driver needs to take over the full control of the 

vehicle. 

Level 4 and level 5 are covered together. These are similar in that the vehicle at 

these levels deals with the full DDT, and is capable of performing fallback 

functions, or achieving minimal risk conditions in case of emergency, or if it 

leaves its operational domain. The main difference between these two levels is the 

range of situations it can handle, that is the broadness of their operational 



Acta Polytechnica Hungarica Vol. 18, No. 7, 2021 

 – 17 – 

domains. As the driver does not have to do traditional driving tasks or system 

monitoring tasks, shared attention is not needed, but the risk of boredom is high. 

However, as the system is capable of intervention, and bringing the vehicle to 

safety, boredom should not be a cause of problem even in emergency situations. 

Naturally, requirements regarding specific traditional driving tasks and system 

monitoring tasks can be distinct in different traffic scenarios and can vary 

depending on the system implementation at hand. These specific information must 

surely be taken into consideration when specifying the exact SA requirements. 

4 Understanding Human Error: SHELL and Swiss 

Cheese Model 

Technical development has solved numerous problems and ruled out errors in the 

field of traffic and transport, though the role of human error is still significant 

[45]. According to the findings of the International Civil Aviation Organization 

(ICAO), the last few decades can be described by a decreased number of machine 

errors and an increased number of human errors. The Civil Aviation Authority 

refers to Admiral Donald Engen that it is high time to focus on the human since 

the hardware field of traffic is quite reliable [46]. Two known and accepted 

frameworks of human error are to be considered: the SHELL model and the Swiss 

cheese model. 

The conceptual framework of the SHELL model describes how humans as 

operators function in a complex system [46], [47], [48], [49], [50]. The model is 

widely used in aviation and traffic psychology and provides a framework for 

understanding and modeling human errors in a complex system. The original 

concept is introduced by Edwards [51], and modified by Hawkins [52]. The model 

places the human factor in the center, as it is the most crucial, yet the most flexible 

element of the system. The human factor is characterized by inconstant 

performance and limitations. This premise holds for autonomous vehicles as well 

since it is profoundly the driver, who monitors the functioning of the system and 

intervenes if necessary. 

Figure 3 shows the building blocks and their connection points in the model. It is 

useful to notice that the edges of the blocks are irregular. It indicates that the 

components must be fitted carefully to the central component, aka the human 

component [46]. Each and every component has crucial characteristics that have to 

be taken into consideration when designing a system. The most important features 

of the liveware/human component are physical size, shape, physiological demands 

(food, oxygen, water, etc.), input characteristics (features of perception), 

characteristics of information processing, output characteristics (movement, 

communication), and environmental tolerances (temperature, noise, pressure, 

light, etc.). 
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Figure 3 

The building blocks of the SHELL model ([46], p. 12; S: software, H: hardware, L: liveware /human/, 

E: environment) 

The fitting of liveware and hardware includes the aspects of human-machine 

interaction. Possible discrepancies are masked by human features, so problems 

usually emerge later in time. The liveware and environment fit was a focus of 

early research (e.g., protective clothing against harmful environmental effects). 

Lately, there are attempts to reshape the environment, so it fits the human needs 

(e.g., virtual functions). The liveware-liveware interaction is highly important in 

traffic psychology since human communication in teams and leadership are crucial 

in aviation. However, when dealing with autonomous vehicles it remains a 

question, how much importance it holds. 

The liveware-software interaction means all the non-physical aspects of the 

system. Masking of errors might be highly critical here. The software element has 

an important role in the case of autonomous vehicles. Moreover, the functioning 

of the car and the IT system has to be extensively recognized. This means that it 

also has a training aspect, the driver has to study how the IT system of the vehicle 

works, how it decides, reacts in certain situations, and the limitations of the system 

have to be clear too. The system has to provide enough information to the driver in 

order to enable them to effectively monitor its functioning and to have a clear 

picture of the actual state of the system. At first glance, this seems to be easy, but 

it raises several questions. The information must be given “economically”, it must 

be sufficient to gain an overview, but not too much, as it may unnecessarily 

increase the mental load. The timing of information is also critical, too early and 

too late are both problematic. For example, on motorways warnings are given 

earlier that is traffic signs are further away from the related elements than in a 

small village since at higher speeds more time may be needed to respond 
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appropriately. Another question is the case of multiple warnings at the same time. 

Will, it mentally overload the driver, and if so, how much will it increase reaction 

times? 

A new aspect emerges in the case of autonomous cars, namely software-software 

interaction that is when the different systems communicate with each other. 

However, the question of this kind of communication is outside the reach of 

human factor research. 

 

Figure 4 

Swiss cheese model of errors 

The Swiss cheese model introduced by Reason [53] sets the different levels/layers 

of prevention in focus (Figure 4). In an organization (e.g. aviation), and even in 

engineering, there are many types of defense in order to avoid accidents. These are 

represented by the layers (layered security). The holes on the layers represent both 

active failures and latent conditions (e.g. engineering, mechanical, control, 

maintenance, or application problems). The model proposes that accidents happen 

when these active failures and/or latent conditions coincide. It also illustrates how 

a potential accident can get through a safety system and how multicausal it can be. 

Conclusions 

In this paper, several psychological findings have been reviewed together with the 

role of the human factor in autonomous vehicles. Situation awareness was used as 

a central concept to guide the review. It is argued that during the design and 

engineering of autonomous vehicles the models and empirical findings of such 

research could be beneficial, and using this knowledge would help in constructing 

autonomous cars that are more user friendly and safer. A structure has also been 

proposed for situation awareness requirements that are applicable to traditional 

driving as well as to driving of autonomous vehicles. Having observed the abilities 

and limitations of human drivers regarding the operation of a self-driving vehicle, 

the legal aspects of autonomous driving should be considered. With this review, 

we hope to stimulate discussions on human factor issues amongst more technical 

approaches to autonomous vehicles since it is obvious that humans will play an 

integral part in this complex system in the foreseeable future. 
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