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Abstract: Sentiment analysis is a powerful tool to gain insight into the emotional polarity of 
opinionated texts. Computerized applications can contribute to the establishment of next-
generation models that can provide us with data of unprecedented quantity and quality. 
However, these models often require substantial amount of resources in order to meet the 
desired performance expectations. Therefore, numerous research efforts are targeted to 
achieve high-quality results while lowering the resource needs by improving the structure 
and function of the models used. From a cognitive perspective, it is important to understand 
the mental state of users when they engage in activities that potentially reflect their feelings 
and emotions. With the emergence of the widespread use of digital solutions, users post 
opinionated texts on social media, which can be used as a valuable source to detect their 
underlying sentiments. Therefore, these platforms offer an unparalleled opportunity to 
perform sentiment analysis. In recent years, natural language processing tasks, like 
sentiment analysis, can be solved with high performance, if a pre-trained language model is 
fine-tuned. Herein we present the first neural transformer-based sentiment analysis model 
for Hungarian, which achieved state-of-the-art performance. Several limitation factors can 
occur during fine-tuning, such as the lack of training corpora with appropriate size or the 
complete absence of usable training material. In our experiment, we use data augmentation 
methods, specifically machine translation and cross-lingual transfer, to increase the size of 
our training corpora. Here, we demonstrate our experimentation with 9 different language 
models. Our work provides evidence for the increased efficiency of the trained models if 
translation text is added to the training corpora. Furthermore, using the augmentation 
technique, we could further increase the performance of our models. Consequently, our 
findings represent an important milestone in the advancement of sentence-level and aspect-
based sentiment analysis in the Hungarian language. 

Keywords: sentence-level sentiment analysis; aspect-based sentiment analysis; data 
augmentation; transformer models; BERT 
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1 Introduction 

Natural languages provide an important platform for thought and communication, 
which are considered as pivotal human cognitive characteristics. Therefore, natural 
language processing can provide valuable insights into human cognitive processes 
[1]. Communication between a human and an artificially cognitive system is called 
inter-cognitive communication (information transfer occurs between two cognitive 
beings with different cognitive capabilities) [2] [3]. Machine Learning methods are 
vital elements of modern cognitive infocommunications systems because they can 
be used in various ways such as behavior modeling or sentiment analysis [4]. 

Sentiment analysis is the automatized identification of sentiments in a text and the 
categorization of these sentiments into categories like negative, neutral or positive. 
With the increased number of social media users, vast amount of text information 
is already present on the internet, which can be especially useful in identifying the 
underlying emotions of the authors who wrote the text. Since it offers an exceptional 
insight with potential applicability in multiple ways (e.g. analysis of the popularity 
of politicians, customer feedback analysis, social media monitoring, emotion 
detection in psychology), both academic and industrial stakeholders become more 
and more interested in the extraction of sentiment data from texts [5]. 

The development of neural language modeling (LM) has resulted in a breakthrough 
for most Natural Language Processing (NLP) tasks. The language models differ not 
only in different training data, but also in the internal structure of neural networks 
and the used training methods. Consequently, a specific NLP task could be solved 
by a properly chosen LM. The state-of-the-art technique to solve an NLP task is to 
fine-tune a pre-trained language model with a smaller task-specific data. The quality 
of these systems not only depends on the pre-trained models but the size of the 
tuning set. NLP tasks like Hungarian sentiment analysis have a great interest in the 
industry, but it has a limited amount of freely available data and models. Further on 
we have not found any previously published solution for Hungarian neural 
sentiment analyser, which means our solution can be considered a pioneer in this 
application area. 

During our work a machine translation (MT) system was used to translate an 
English sentiment analysis dataset to Hungarian. A translated corpus was generated 
using our internally trained machine translation tool, which was later integrated into 
our systems. It is important to point out that our work offers a novel approach for 
applying machine translation and data augmentation procedures to expand the 
available repertoire of corpora in Hungarian. 

In Section 2 the previous solutions, in Section 3 the used corpora, in Section 4 the 
used neural models, in Section 5 the baseline experiments and results, in Section 6 
the data disparity handling experiments and results, in Section 7, the data 
augmentation experiments and results, and in Section 8 the aspect term extraction 
experiments and evaluations were described. 
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2 Related Work 

Sentiment analysis is a very complex natural language processing task and has a 
wide range of application areas, for instance social media monitoring [6], 
supporting the decision making process of investors by the analysis of semantic 
textual content in financial news [7], digital marketing [8], assessment of 
psychological state [9], and many more fields where the application of such 
advanced text-mining approaches can be especially beneficial. 

Currently, multiple approaches are being developed for sentiment analysis. Initial 
attempts have been made to classify documents and texts based on the overall 
polarity (negative, positive or neutral) [10]. Another main direction is the aspect-
based method, which is more fine-grained and its main focus is to identify the 
aspects of an object or an entity that is responsible for the elucidation of the 
sentiment [11]. An alternative strategy is called the sentence-level sentiment 
analysis, which chooses the sentence as the investigational entity, thus the goal is 
to determine how a given sentence in the document is opinionated [12]. 

The emergence of artificial intelligence-driven solutions in sentiment analysis is 
clearly in line with the research trends that can be observed in the cognitive 
infocommunications field. It is of high importance to better understand the 
theoretical framework behind text-mining, which can facilitate the development of 
novel applications towards an unequivocal prediction of user sentiment or crowd 
opinions [2]. We are convinced that these efforts will synergistically enhance the 
progress of cognitive sciences and the related interdisciplinary domains. 

For Hungarian, only a few sentiment analysis corpora and tools exist. OpinHuBank 
[13] is a human-annotated corpus to aid the research of opinion mining and 
sentiment analysis in Hungarian. It consists of 10,000 sentences containing person 
names from major Hungarian news sites and blogs. Each entity occurrence was 
tagged by 5 human annotators for sentiment polarity in its sentence (neutral, 
positive or negative). Using the OpinHuBank, Hangya et al. [14] trained different 
supervised machine learning models to detect the sentiment of the entities. In their 
research, MALLET tool [15], polarity lexicon and dependency parser (magyarlanc 
[16]) were used. 

HuSent [17] is a deeply annotated Hungarian sentiment corpus. It is composed of 
Hungarian opinion texts written about different types of products, published on the 
homepage [18]. The corpus contains 154 opinion texts, and comprises ~17,000 
sentences and ~251,000 tokens. Steinberger et. al. in their research [19], aspect-
based sentiment corpus was created with multilingual parallel corpora that 
contained a Hungarian subcorpus. 

In this research, we have done the first neural network-based sentiment analysis 
research for Hungarian, in both sentence-level and aspect-based sentiment analyses. 
All of our models and scripts can be found on our Github site [20]. You can try out 
our sentiment analysis application on our demo site [21]. 
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3 Corpora 

For training sentence-level sentiment analysis the Hungarian Twitter Sentiment 
Corpus (HTS) was used [22] that was created by Precognox Kft. In the case of 
aspect-based sentiment analysis, we used the OpinHuBank [13] (OHB). We found 
these corpora as the only freely available annotated corpora for Hungarian 
sentiment analysis. In the case of HTS, we created a binary subcorpus (HTS2) to 
allow the binary sentiment analysis experiments. In this paper, we refer to the 
original HTS corpus (with five classes) as HTS5. In Table 1, the characteristics of 
the HTS and OHB corpora can be seen. The labels of the corpora are the following: 

- HTS5: 1-very negative, 2-negative, 3-neutral, 4-positive, 5-very positive. 
- HTS2: We have converted the 1 and 2 scores as negative, 4 and 5 scores as 

positive ones: 0-negative, 1-positive. We did not consider the score 3 to avoid 
the ambiguities. 

- OHB3: -1-negative, 0-neutral, 1-positive. For convenience, we have 
converted them: 1-negative, 2-neutral, 3-positive. 

Table 1 
Characteristics of corpora 

  SST2 SST5 ACL14 HTS2 HTS5 OHB3 
Sentence 70,045 11,855 6,940 2,737 4,000 10,005 
Token 671,257 213,812 150,904 50,036 71,235 308,407 
Type 15,665 20,555 16,405 13,679 18,394 47,492 
Avg word # 9.54 19.15 17.64 12.15 11.67 26.36 
Labels 0;1 1;2;3;4;5 1;2;3 0;1 1;2;3;4;5 1;2;3 
Training set 67,350 8,544 2,468 3,600 6,248 9,005 
Test set 873 1,101 269 400 692 1,000 

For the transfer and translation experiments, we have used the SST2 and SST5 
corpora from GLUE benchmark [23] for the sentence-level research, over and above 
the acl-14-short-data [24] (ACL14) corpus for the aspect-based research. All of 
these corpora contained English sentences. With machine translation we used these 
corpora as additional data (SST2_hu, SST5_hu, ACL14_hu). 

In our research, in the case of HTS5 and OHB3, we have split the corpus into 90%-
10% training and test corpora. The first 10% of the corpora are our test corpora.  
In the case of HTS2, documents with score 3 are omitted. In the case of OHB, five 
sentiment scores (from five annotators) were assigned to each sentence. In Table 4, 
the inter-annotator agreement scores of the sentiment labels are presented. Since the 
agreement scores are not considerably high, we used the most common label for 
each sentence. The low agreement value can be attributed to the difficulties in 
determining the difference between neutral and negative/positive sentiment values 
in many cases, due to the limited context of the sentences. This could have a 
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negative effect on the performance of the models. However, this is the only 
available aspect-based sentiment corpus for Hungarian. 

Table 4 
Evaluation of inter-annotator agreement of OHB 

 OpinHuBank 
Fleiss's Kappa 0.6551 
Krippendorff's Alpha Coefficient 0.6548 
Scott's pi 0.6548 
Average Pairwise Cohen's Kappa 0.6549 

Table 3 shows the distributions of labels in the different corpora. 

Table 3 
Distribution of labels in corpora 

 train test train test train test train test 
label SST2 HTS2     

0 29,755 428 1,021 108     
1 37,539 444 1,448 162     
 SST5 HTS5 ACL14 OHB3 

1 1,089 139 93 12 1,560 173 2,253 136 
2 2,200 289 936 88 3,127 346 5,205 565 
3 1,594 229 1,111 150 1,561 173 1,548 299 
4 2,259 279 1,349 141     
5 1,266 165 111 9     

4 Neural Models 

In our experiments we have used 8 different types of monolingual Hungarian 
contextual language models, 2 types of multilingual contextual language models 
and a classical word embedding model. The short description of the used models 
will be seen in the second part of this section. 

huBERT [25]: A Hungarian BERT base language model trained on the Webcorpus 
2.0, which is composed of the Common Crawl web archive and the Hungarian 
Wikipedia. BERT (Bidirectional Encoder Representations from Transformer) is 
defined as a multi-level, bidirectional Transformer encoder [26] architecture.  
The BERT model is pre-trained on two language modeling tasks: word masking and 
next sentence prediction. Importantly, the fine-tuned huBERT model is considered 
the current state-of-the-art in several NLP tasks for Hungarian. The huBERT model 
was not fine-tuned for Hungarian sentiment analysis task before. 
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HILBERT [27]: A BERT large model for Hungarian, HILBERT offers high 
performance in Hungarian language processing tasks. HILBERT was trained on 
4BN NYTK-BERT corpus. The model achieves remarkable results in various tasks, 
such as Name Entity Recognition (NER) and summary generation [28].  
The advantage of this model against the huBERT is that it contains much more 
parameters, but on the other hand it was trained on less data. 

HIL-RoBERTa [29]: One of the key challenges in language model optimization is 
encountered in the course of pre-training. Since pre-training is an especially 
resource-intensive process, it is important to research and develop new ways that 
can provide significant improvements. RoBERTa is a Robustly optimized BERT 
pre-training approach, which achieves state-of-the-art results on tasks like GLUE 
[23], RACE [30] and SQuAD [31], while using less resources due to its optimized 
pre-training paradigm. HIL-RoBERTa is a cased RoBERTa [32] small model, 
which is trained on Hungarian Wikipedia. 

HIL-ALBERT [33]: Multiple efforts have been made to increase language model 
performance on end-tasks while optimizing the resource needs during pre-training. 
A Lite BERT (abbreviated as ALBERT) attempts this by incorporating parameter-
reduction techniques [34]. In order to apply this paradigm to the Hungarian 
language, two pre-trained, uncased ALBERT models were created: one was trained 
on Hungarian Wikipedia (part of the Webcorpus 2.0 dataset), the other was on a 
part of the NYTK-BERT corpus. In our research, HIL-ALBERT NYTK was used. 

HIL-ELECTRA [29]: Approaches designated as the Efficiently Learning an 
Encoder that Classifies Token Representation Accurately (abbreviated as 
ELECTRA) represent a successful alternative to masked language modeling 
(MLM) by the application of replaced token detection, which is a self-supervised 
pre-training task used to train the model to distinguish between real input and 
synthetically created reinstatements. The ELECTRA models are established upon 
the application of the Generative Adversarial Network method. The experimental 
evidence supports that this alternative is efficient and high-performing compared 
with other methods [35]. As for the Hungarian language implementation of 
ELECTRA, two models were created, the ELECTRA wiki and the ELECTRA 
NYTK-BERT, trained on Hungarian Wikipedia and NYTK-BERT v1 corpus 
(contains Hungarian Wikipedia as well), respectively. In our research, HIL-
ELECTRA NYTK was used. 
HIL-ELECTRIC [29]: Electric offers an implementation to the cloze task using 
an energy-based model [36]. The Electric model is an efficient solution to determine 
the distribution of possible tokens at a certain position by assigning energy scores 
to the token positions. As for the noise distribution, Electric applies a two-tower 
cloze model, which includes two Transformers operating in opposite directions and 
uses the context to both sides of the tokens. Electric has the capability of calculating 
likelihood scores simultaneously for all input tokens and not only for the masked 
ones. As for the Hungarian language implementation of ELECTRIC, two models 
were created, the ELECTRIC nytk and the ELECTRA nytk 10%, trained on one 
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tenth of Hungarian NYTK-BERT v1 corpus (contains Hungarian Wikipedia as 
well) respectively. 

HILBART [37]: Models based on the combination of Bidirectional and Auto-
regressive Transformers (abbreviated as BART) represents a powerful tool in 
sequence-to-sequence model pre-training. BART is especially potent when applied 
for text generation tasks, but it can achieve remarkable performance on 
discriminative and summarization tasks as well [38]. BART outperforms all 
previously established models in summarization tasks. Accumulating evidence 
suggests that BART performs the best when applied for Natural Language 
Generation (NLG), but achieves remarkable results in translation and 
comprehension tasks as well. BART was applied to Hungarian language as well 
resulting in HILBART models. These are HILBART base web and HILBART base 
wiki, trained on 1% of Webcorpus 2.0, 10% of Webcorpus 2.0 and on Hungarian 
Wikipedia, respectively. In our research, HILBART base web was used. 

NYTK-GPT-2 [39]: GPT models are decoder-only transformer models. Generative 
Pre-Training (GPT) designates the concept of pre-training a language model on 
large datasets, which is followed by fine-tuning for a downstream task. The 
application of the GPT paradigm can foster significant advancements in NLP, 
especially in the area of classification, question-answering and investigation of 
semantic similarity. GPT models use a Transformer Decoder architecture [40]. 
GPT-2 achieved significant performance in several tasks already in a zero-shot 
setting [41]. NYTK-GPT-2 is an experimental GPT-2 model that was trained on 
Hungarian Wikipedia. 

mBERT [26]: Multilingual BERT (abbreviated as mBERT) is a model that is 
established on the architectural principles of BERT, it also uses the same training 
paradigm with the key difference that the pre-training is performed on a 
concatenated dataset of Wikipedia texts of 104 different languages. The application 
of mBERT is especially advantageous in the case of low-resource languages, e.g. 
when only a relatively small number of annotated sentences is available for a 
language or a set of given languages. Cross-language pre-training models including 
mBERT have been applied for the Name Entity Recognition (NER) task in 
Hungarian and Uyghur languages [42]. In our research, BERT multilingual base 
model (cased) was used. 

XLM-RoBERTa [43]: Cross-Language Understanding (XLU) is a key challenge 
and serves as an accelerator to the development of multilingual models. In 2020, 
the Facebook AI team published an article presenting XLM-RoBERTa (abbreviated 
as XLM-R as well), which is a transformer-based multilingual masked language 
model. The pre-training was performed on the CC-100 corpus, which contains texts 
from 100 different languages including Hungarian (number of Hungarian tokens: 
7807 M; size of the Hungarian corpus: 58.4 GiB). The authors reported that XLM-
RoBERTa achieved competitive results on several benchmarks in comparison with 
monolingual models, such as RoBERTa. 
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fastText [44] [45]: fastText is a solution developed by Facebook AI, which aims to 
facilitate text classification and representation learning. The paradigm is based on 
the incorporation of character n-grams into the skipgram model resulting in a fast 
and efficient method without the need for any preprocessing or supervision [46] As 
for text classification, fastText is comparable with other deep learning-based 
classifiers in accuracy and it is a much faster option than those for training and 
evaluation. The platform offers word vectors for English and 157 other languages. 
Therefore, it represents a powerful tool in multilingual language processing. 

5 Neural Sentiment Analysis Baseline Experiments 
and Results 

For the better comparison, we have used the same hyperparameters for almost all 
models. The hyperparameters are the following: learning rate: 2e-5, batch size: 32 
per device (4 x GPU), epoch 4, max seq length: 128. In the case of HILBERT we 
used batch size as 8 per device in order to avoid the CUDA out of memory error. In 
the case of ELECTRA, the models used only one single GPU. Finally, fastText did 
not use GPU at all, it has used only CPU and the batch size was 1. For all 
experiments we used 4 x GeForce RTX 2080 Ti type video cards and 40 x Intel(R) 
Xeon(R) Silver 4114 CPU-s. For fine-tuning, we have used the code provided by 
huggingface transformers text classification library [47], google electra library [48] 
and fastText tool [49]. 

All models have been fine-tuned with their training set (described in Table 3) and 
evaluated on the test sets of the datasets. The results are shown in Table 5. First of 
all, the results of HTS2 dataset are presented. Two quality categories can be 
distinguished. The winners are huBERT, HILBERT and XLM-RoBERTa with 
around 83-84% F1-score, while the next cluster contains all other systems (71-
79%). The absolute winner is the huBERT just like for most of the NLP benchmark 
tests. It is worth mentioning how well the multilingual models performed. Their 
performance is comparable with the monolingual ones. The second experiment was 
the HTS5 dataset, where the same quality clusters could be defined. In this case, 
HILBERT could outperform huBERT. In this case a third cluster could be seen 
which contains the systems between 51-55. Finally, the abstractive sentiment 
analysis task was evaluated. huBERT gained the whole task with statistically 
significant quality gain (~82% F-score). The second cluster is between 73-80%, the 
third cluster is between 64-69% and the final one contains the systems less than 
63%. The last section of the table describes the performance of the English systems. 
An interesting phenomenon is that while the quality of the classification is excellent 
on the binary data set, the performance on the five labelled dataset is only average. 
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Table 5 
Sentiment analysis baseline results 

 Sentence-level Aspect-based 
 HTS2 HTS5 OHB3 
huBERT 84.07 66.00 81.99 
HILBERT 83.33 68.00 57.80 
HIL-RoBERTa 75.92 59.15 68.50 
HIL-ALBERT 75.56 55.49 63.99 
HIL-ELECTRA 78.89 59.11 65.37 
HIL-ELECTRIC 76.67 58.00 63.66 
HILBART 71.11 51.25 60.39 
NYTK-GPT-2 77.40 57.49 73.69 
mBERT 78.51 57.74 75.49 
XLM-RoBERTa 83.33 63.49 79.69 
fastText 71.9 53.2 59.5 
 SST2 SST5 ACL14 
mBERT 90.02 49.97 73.69 
XLM-RoBERTa 92.77 53.96 73.26 

6 Data Equalization Experiments and Results 

The deeper analysis of the results explained in Section 5 has shown us that the main 
issue of the classification (primarily in the case of multi-level ones) is that the 
training data of the different labels are not uniform. The edge categories contain 
only 3-3% of the data, which lead the systems not to use these categories as a 
prediction. For example, huBERT and HILBERT systems did not produce any 
sentences with the very negative or the very positive labels at all. 

A possible solution for this problem is to balance the data. The perfect solution 
would be adding more training data. Unfortunately, in this research we do not have 
sufficient resources to create new data. In our first experiment we use the same 
amount of data as the lowest label has (called minus or “-”). Secondly, we fulfilled 
the smaller corpus with the duplication of the data (called plus or “+”). 

Table 6 
Results of sentiment analysis data disparity handling 

  Sentence-level Aspect-base 
  HTS2 HTS5 OHB3 

huBERT 
original 84.07 66.00 81.99 

+ 85.92 67.50 81.00 
- 86.49 39.75 77.99 
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HILBERT 
original 83.33 68.00 57.80 

+ 86.66 50.49 57.40 
- 86.29 37.74 56.99 

HIL-RoBERTa 
original 75.92 59.15 68.50 

+ 78.14 57.99 68.00 
- 77.03 38.74 66.29 

HIL-ALBERT 
original 75.56 55.49 63.99 

+ 78.51 56.49 65.10 
- 74.07 38.99 60.90 

HIL-ELECTRA 
original 78.89 59.11 65.37 

+ 75.09 40.10 69.07 
- 71.38 30.58 67.87 

HIL-ELECTRIC 
original 76.67 58.00 63.66 

+ 77.78 35.75 65.47 
- 75.19 34.25 64.26 

HILBART 
original 71.11 51.25 60.39 

+ 78.51 52.24 60.29 
- 75.55 31.74 51.49 

NYTK-GPT-2 
original 77.40 57.49 73.69 

+ 79.25 58.24 72.89 
- 77.40 31.49 70.80 

XLM-RoBERTa 
original 83.33 63.49 79.69 

+ 87.03 61.00 78.50 
- 86.29 36.50 75.40 

mBERT 
original 78.51 57.74 75.49 

+ 78.88 55.25 75.19 
- 78.88 36.75 74.09 

fastText 
original 71.9 53.2 59.5 

+ 72.2 53.7 62.0 
- 70.0 29.7 60.2 

Based on Table 6 one can observe that the duplication technique could increase the 
quality of the binary classification, while it does not have the significant benefit in 
the other data sets. This technique is facilitated by the systems that started to use 
the edged labels. As expected, the size reduction of the training data significantly 
decreased the quality significantly. On the other hand, the precision of the 
classification of edged labels became better, while other ways of classification 
resulted in a setback. 
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8 Data Augmentation Experiments and Results 

8.1 Machine Translation and Cross-Lingual Transfer 

As it was described above, the size of the training data is crucial for training neural 
models. Unfortunately, we are in the absence of good quality data and it is a really 
expensive task to create it manually. In our research, machine translation and cross-
lingual transfer methods were used for increasing our training dataset [50]. 

Our idea was to use already existing English corpora and use its translation as an 
auxiliary training set. The idea comes from machine translation (MT), where back 
translated corpora have been used to increase the quality of the translation of a low 
resourced language pair [51]. During our work MarianNMT [52] was used, which 
is a freely available software package written in C++. It is an easy to install, 
memory- and resource-optimal implementation, which makes it the most commonly 
used tool by academic users and developers [53]. A transformer-based encoder-
decoder architecture was used with SentencePiece tokenization [54]. The tokenizer 
used common vocabulary for both languages and the vocabulary size was set to 
32,000. We used the default parameters of the framework for the size of hidden 
layers and for the optimization metric. For training data the English-Hungarian 
language pairs of the ParaCrawl [55] corpora were used. The total training data 
contains ~45.5M segments and ~573M English tokens. The system reached 35.54% 
BLEU word level score on the test set. We had achieved the state of the art 
performance in English-Hungarian language pair [56]. Using our machine 
translation system, ACL14 and SST corpora were translated into Hungarian. 

There are two ways to use translated corpora. First of all, cross-lingual data transfer 
could be used, where an English corpus could be used as a first stage fine-tune 
dataset before the use of the in-domain high quality one (we will call it as 
translate+finetune). Secondly, the auxiliary corpora could be concatenated with the 
in-domain one (we will refer to it as mix). The first fine-tuning stage has been done 
with the concatenated data (mix) followed by a second fine-tuning with the in-
domain one (mix+finetune). 

8.2 Experiments and Results 

In our research, 7 different experiments were carried out: 

- original: all pre-trained models were fine-tuned on the original HTS corpora. 
This will be our baseline method. 

- zeroshot: multilingual models are able to predict for Hungarian NLP task. In 
this case the English corpora were used for fine-tuning and the system was 
used to predict for Hungarian sentences. 
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- transfer: multilingual models were fine-tuned on SST corpora, followed by 
further fine-tuning on HTS train corpora. 

- translate: all pre-trained models were fine-tuned on translated SST corpora 
(SST_hu). 

- translate+finetune: all pre-trained models were fine-tuned on SST_hu 
corpora, then fine-tuned with HTS train corpora. 

- mixed: all pre-trained models were fine-tuned on the concatenation of SST_hu 
and HTS train corpora, then tested on HTS test corpora. 

- mixed+finetune: all pre-trained models were fine-tuned on the concatenation 
of SST_hu and HTS train corpora, then further fine-tuned on HTS train 
corpora. 

All experimental results were evaluated on HTS and OHB test corpora. 

In Table 7, the results of our experiments are presented. Adding translation text to 
the training corpora could enhance the performance of sentiment analysis 
classification in most cases. For all the applied models, we can state that one of our 
translation methods could gain higher results than the baseline method. 

We can define three distinct quality clusters based on the performance of the used 
models. The weakest systems were produced by HILBART and fastText. These are 
expected results, because the HILBART is created primarily for that text generation 
tasks, while the fastText is an obsolete static non-contextual word representation 
method which underperformes compared to contextual language models. On the 
other hand, we should take into account that fastText model requires much less 
resources to train the system and for online prediction it uses only CPU-s. 

The second group contains the systems between 77-80% accuracy score of the 
binary classification and 58-63% accuracy score of the 5-class task. Finally, there 
are three systems in the top cluster (huBERT, XLM-RoBERTa and HILBERT) with 
about 85.5% accuracy of binary classification and about 66-69% accuracy score of 
the 5-class task. There is an interesting result that the XLM-RoBERTa multilingual 
model could achieve higher performance in HTS2 task, than the Hungarian 
language-specific huBERT model, which is the state-of-the-art LM model for most 
of the NLP tasks. Furthermore, the HILBERT model also could outperform the 
huBERT in HTS2 task, which was expected as well, because even though it was 
trained on less data, it is a large model and it operates with more parameters. 

Table 7 
Data augmentation results 

  Sentence-level Aspect-based 
  HTS2 HTS5 OHB3 

huBERT 
original 84.07 66.00 81.99 
translate 73.33 29.25 63.70 
translate+finetune 85.55 66.50 81.69 
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mixed 85.55 68.99 82.30 
mixed+finetune 84.81 68.00 81.49 

HILBERT 

original 83.33 68.00 57.80 
translate 74.07 34.75 52.10 
translate+finetune 82.59 67.75 54.40 
mixed 82.22 68.50 51.49 
mixed+finetune 85.56 68.00 58.60 

HIL-RoBERTa 

original 75.92 59.15 68.50 
translate 48.89 29.75 54.90 
translate+finetune 79.63 56.75 69.49 
mixed 76.66 59.25 69.80 
mixed+finetune 77.78 57.99 66.69 

HIL-ALBERT 

original 75.56 55.49 63.99 
translate 52.59 28.75 49.30 
translate+finetune 77.03 56.75 61.40 
mixed 72.22 60.50 64.60 
mixed+finetune 77.41 60.75 64.09 

HIL-ELECTRA 

original 78.89 59.11 65.37 
translate 55.02 37.34 56.86 
translate+finetune 79.93 61.15 67.97 
mixed 76.58 60.90 68.17 
mixed+finetune 79.18 62.66 70.57 

HIL-ELECTRIC 

original 76.67 58.00 63.66 
translate 52.79 37.34 54.65 
translate+finetune 78.52 56.75 66.57 
mixed 75.46 56.39 63.46 
mixed+finetune 80.37 59.75 67.27 

HILBART 

original 71.11 51.25 60.39 
translate 47.77 31.00 41.99 
translate+finetune 74.07 53.25 62.09 
mixed 71.48 52.50 59.70 
mixed+finetune 76.66 54.75 61.19 

NYTK-GPT-2 

original 77.40 57.49 73.69 
translate 60.37 31.74 59.79 
translate+finetune 78.51 57.99 73.79 
mixed 79.62 51.49 74.80 
mixed+finetune 82.59 57.49 73.90 

mBERT 

original 78.51 57.74 75.49 
zeroshot 47.41 30.50 61.19 
transfer 78.51 57.99 75.70 
translate 48.88 28.75 41.60 
translate+finetune 79.25 56.75 61.40 
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mixed 77.77 56.99 75.49 
mixed+finetune 78.89 59.75 76.39 

XLM-RoBERTa 

original 83.33 63.49 79.69 
zeroshot 68.88 40.99 66.79 
transfer 84.81 66.25 79.79 
translate 68.51 35.25 63.89 
translate+finetune 85.18 66.00 80.59 
mixed 85.18 66.25 79.69 
mixed+finetune 85.56 66.50 77.70 

fastText 

original 71.9 53.2 59.5 
translate 62.2 32.0 55.5 
translate+finetune 73.3 56.2 59.5 
mixed 74.1 51.7 59.5 
mixed+finetune 75.6 53.5 60.2 

In Figure 1, we have compared the performances and F1 results of 5 different types 
of sentence-level models. The state-of-the-art Hungarian language model huBERT, 
the HILBERT large model, the non-contextual fastText and the two multilingual 
models were compared. The sole significant result is that only the huBERT and 
HILBERT have predicted score 1 and they have predicted more score 5 than the 
multilingual models or fastText. The fastText did not predict neither score 1 and 5. 
It means the score 1 nor 5 occur infrequently in the training corpus (see Table 3). 
The huBERT and HILBERT are Hungarian models and huBERT trained on the 
corpus that contains 9 billion tokens, the HILBERT is a large model with 340 
million parameters, thus they could learn more sophisticated details. 

 
Figure 1 

F1 score comparison of HTS5 task 
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Conclusions 

Our study proposes new approaches in sentence-level and aspect-based sentiment 
analysis for Hungarian language. We have constructed the first neural sentiment 
analysis models for Hungarian, which achieved state-of-the-art performance and 
can be considered a new artificial cognitive capability in this field. We conclude 
that the addition of translation texts to the corpora generally increases the 
performance of our models, which is an important implication with reference to the 
optimization of sentiment analysis pipelines. Remarkably, our data augmented 
models could outperform the our state-of-the-art models in multiple tasks, which 
offers promising new ways to apply the results presented in this paper to facilitate 
the progression of the areas that are based on the proceedings of sentiment analysis. 
Our findings are especially relevant for the development of novel strategies that can 
contribute to the efficient collaboration of interdisciplinary teams working in 
different domains connected to cognitive infocommunication. 
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