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Abstract: This study designs a stable and convergent adaptive fuzzy cerebellar model 

articulation classifier for the identification of medical samples. Research on medical 

diagnosis is important and complex. Uncertainty is unavoidable in medical diagnosis. The 

symptoms are one of the uncertainties of an illness and may or may not occur as a result of 

the disease. There is an uncertain relationship between symptoms and disease. Diagnostic 

accuracy can be improved using data forecasting techniques. This study proposes a 

generalized fuzzy neural network, called a fuzzy cerebellar model articulation controller 

(FCMAC). It is an expansion of a fuzzy neural network and it will be shown that the 

traditional fuzzy neural network controller is a special case of this FCMAC. This expansion 

type fuzzy neural network has a greater ability to be generalized, has greater learning 
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ability and a greater capacity to approximate than a traditional fuzzy neural network. The 

steepest descent method has a fast convergent characteristic, so it is used to derive the 

adaptive law for the adaptive fuzzy cerebellar model classifier. The optimal learning rate is 

also derived to achieve the fastest convergence for the FCMAC, in order to allow fast and 

accurate identification. The simulation results demonstrate the effectiveness of the 

proposed FCMAC classifier. 

Keywords: cerebellar model articulation controller; fuzzy rule; classifier; diseases 

diagnosis 

1 Introduction 

Recently, neural networks have been widely used for system identification and 

control problems [1-4]. The most prominent feature of a neural network is its 

ability to approximate. 

The Cerebellar Model Articulation Controller (CMAC), was first proposed by 

Marr [5] in 1969. In 1975, Albus published two articles on the CMAC, based on 

the cerebellar cortex model of Marr [6, 7], including the mathematical algorithms 

and memory storage methods for a CMAC. A CMAC is a neural network that 

behaves similarly to the human cerebellum. It is classified as a non-fully 

connected perceptual machine type network. A CMAC can be used to imitate an 

object. The imitating process can be divided into the learning and recalling 

processes. The CMAC can repeat the learning process and correct the memory 

data until the desired results are achieved. In contrast with other neural networks, 

the CMAC does not use abstruse mathematical calculation. It has the advantage of 

a simple structure, easy operation, fast learning convergence speed, an ability to 

classify regions and it is easy to implement, so it is suitable for application to 

online learning systems. 

Previously, CMACs have been the subject of many studies by researchers in 

various fields and many studies have verified that CMACs perform better than 

neural networks in many applications [8, 9]. CMACs are not limited in control 

problems and also can perform as a full regional approximation controller. In a 

traditional CMAC, the output value from each hypercube is a constant binary 

value and it lacks systematic stability analysis for the applications of a CMAC. 

Some studies have proposed the differential basis function as a replacement for 

the original constant value of the hypercube’s output, in order to obtain the output 

and input variables’ differential message. In 1992, Lane et al. proposed a method 

that combines a CMAC with a B-spline function, so that a CMAC can learn and 

store differential information [10]. In 1995, Chiang and Lin proposed a 

combination of a CMAC and a general basis function (GBF) to develop a new 

type of cerebellar model articulation controller (CMAC_GBF). The ability of the 
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CMAC to learning is improved with differential information [11]. In 1997, Lin 

and Chiang proved that the learning result for a CMAC_GBF is guaranteed to 

converge to the best state with the minimum root mean square error [12]. In 2004, 

Lin and Peng provided a complete stability analysis of a CMAC [13]. Recently, 

Lin and Li introduced a new Petri fuzzy CMAC [14]. 

Classification problems are important because, the classification of everything is 

inherent, in human cognition. Classification uses existing categories to define 

features, to learn rules by training and to establish the model of the classifier. 

Therefore, a classifier can be used to determine a new information category [15]. 

Current classification methods have been widely applied to various problems, 

such as diseases, bacteria, viruses, RADAR signals and missile detection, etc. 

Research on medical diagnosis is important and complex. Uncertainty is 

unavoidable in medical diagnosis [16-18]. The symptoms are one of the 

uncertainties for an illness. They may or may not occur, or occur as a result of a 

disease. There is an uncertain relationship between symptoms and disease. 

Addressing uncertainty allows more accurate decisions to be made. In the past, 

physicians have given medical diagnoses that mostly rely on past experience, but 

disease factors have become more diverse. Using techniques for data prediction 

allows medical practitioners to improve diagnostic accuracy. 

2 The FCMAC Neural Network Architecture 

This paper proposes a generalized fuzzy neural network, which is called a 

FCMAC. It is an expansion-type fuzzy neural network. A traditional fuzzy neural 

network can be viewed as a special case of this FCMAC. 

2.1 FCMAC Architecture 

A multi-input, multi-output, FCMAC neural network architecture, is shown in Fig. 

1. 
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Figure 1 

The architecture of a FCMAC 

Its fuzzy inference rules are expressed as 
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where, λ is the λ-th fuzzy rule, j is the j-th layer and k is the k-th segment. The 

difference between this FCMAC and a traditional fuzzy neural network is that it 

uses the concept of layers and segments, as shown in Fig. 1. If this FCMAC is 

reduced to only one layer and each segment only contains one neuron, then it is 

reduced to a traditional fuzzy neural network. Therefore, this FCMAC can be 

viewed as a generalization of a fuzzy neural network and it learns, recalls and 

approximates better than a fuzzy neural network. Its signal transmissions and field 

functions are described below. 

a) The Input : For the input space i

i

nT

ni III  ],,,,[ 1 I , every state variable 

Ii is divided into ne discrete regions, called elements or neurons. 

b) The Association Memory : Several elements are accumulated in a segment. 

Each input, Ii, has nj layers and each layer has nk segments. In 

this field, each segment uses a Gaussian function as its basis 

function and is expressed as: 
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where mijk and vijk represent the i-th input corresponds to the j-th layer and the k-th 

segment center value and the variance of the Gaussian function, respectively. 
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c) The receptive-field :  In this field, the hypercube quantity, nl, is equal to the 

product of nj and nk. The receptive-field can be represented as 
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where rjk is the j-th layer and the k-th segment of the hypercube. Therefore, the 

multi-dimensional receptive-field basis function can be expressed as a vector: 

kj

kjjkk

nnT

nnnnn rrrrrr  ],,,,,,,,,[ 1221111 r  (4) 

d) The weight memory : The memory contents value that corresponds to the 

hypercube is expressed as: 
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where wjko is the o-th output that corresponds to value of the weight of the j-th 

layer and the k-th segment. 

e) The Output :  The o-th output of FCMAC is represented as: 


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2.2 The Design of the Adaptive FCMAC Classifier 

In this study, this FCMAC neural network is used as an intelligent classifier and is 

used to identify and classify biomedical bacteria. The literature survey shows that 

the normalized steepest descent method has fast convergence properties so this 

method is used to derive the parameters for the learning rules for the adaptive 

FCMAC classifier. The optimal learning rate for the adjustment rule is also 

derived so that the FCMAC achieves the fastest convergence. The entire learning 

algorithm is summarized as follows: 

First, we define the energy function: 


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where eo(k)=do(k)-yo(k) is the output error for the FCMAC classifier and do(k) and 

yo(k) are the o-th objective and the real output, respectively. Therefore, the 

FCMAC classifier adjustment rule for weight is described by the following 

equation: 
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where ηw is the learning rate for weight. The new weight value for the FCMAC 

classifier is updated as: 
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The center value and the variance of the receptive-field basis function for the 

FCMAC is adjusted as: 
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where ηm and ηv are the learning rate for the center value and the variance of the 

receptive-field basis function, respectively. The new center value and the variance 

of the receptive-field basis function are updated as: 

)()()1( kmkmkm ijkijkijk   (12) 

)()()1( kvkvkv ijkijkijk   (13) 
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Although small values for the learning rate guarantee the convergence of FCMCA 

classifier, the learning process is slow. Large values for the learning rates allow a 

faster learning speed, but the classifier is less stable. In order to more effectively 

train the parameters for the FCMAC classifier, the Lyapunov theorem is used to 

derive variable learning rates that allow the fastest convergence for the output 

error of the FCMAC classifier. 

First, define the gradient operator as z

y
kP o

z

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)(

, where z is w, m or v. 

Second, define the Lyapunov function as: 
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The variation in V(k) is expressed as: 
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Using the chain rule, it can be calculated that 
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Substituting (17) into (16) gives 
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Substituting (18) into (15) and through simplification: 
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The value for ηz is chosen to be in the 
2

)(

2
0

kPz

z 

 region, so V > 0 and 

0V   and the Lyapunov stability is guaranteed. When k→∞, the convergence 

of the FCMAC classifier output error eo(k) is guaranteed. The optimal learning-

rates, ηz
*
, are selected to achieve the fastest convergence by letting 

02)(2
2* kPzz , which results from the derivative of (19) with respect to ηz and 

equals to zero. The optimal learning rates are then: 
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In conclusion, the adaptive FCMAC classifier output is defined in (6). Its 

parameter learning rules are derived by using the normalized steepest descent 

method. Equations (9), (12) and (13) are used to adjust the output space weights, 

the center value and the variance of the receptive-field. The optimal learning-rates 

are defined by (20) and the convergence of FCMAC classifier is guaranteed. 

3 Experimental Results 

As stated earlier, uncertainty is a problem for medical diagnosis. The detection of 

intestinal bacteria, such as Salmonella or E. coli, allows practitioners to judge 

whether typhoid or gastrointestinal diseases cause physical discomfort. Using pre-

defined disease feature categories, the detected bacteria are compared with most 

similar feature to enable a medical diagnosis. The training data (from [19] for 

Case 1 and from [20] for Case 2) are applied to the FCMAC classifier, presented 

in Section 2, for learning process with 1000 iterations. When the learning process 

is completed, the test data are fed into the FCMAC for classification. Then this 

classifier can classify the samples to allow a medical diagnosis. 

3.1 Medical Sample 

a) Case 1: Bacteria 

The bacterial cells are classified as shown in Fig. 2 [19]. Four bacterial cell 

characteristic values are shown in Table 1 [19]. F and V represent bacterial feature 

sets and species, respectively. The information about the bacterial samples 

includes F = {Domical shape, Single microscopic shape, Double microscopic 

shape, Flagellum} and V = {Bacillus coli, Shigella, Salmonella, Klebsiella}. The 

samples for classification are shown in Table 2 [19]. 
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Figure 2 

Different types of bacterial cell samples [19] 

Table 1 

The features’ values in the studied bacteria classes (base patterns) 

Bacteria 
Features 

F1 F2 F3 F4 

V1 <0.850,0.050> <0.870,0.010> <0.020,0.970> <0.920,0.060> 

V2 <0.830,0.080> <0.920,0.050> <0.050,0.920> <0.080,0.910> 

V3 <0.790,0.120> <0.780,0.110> <0.110,0.850> <0.870,0.010> 

V4 <0.820,0.150> <0.720,0.150> <0.220,0.750> <0.120,0.850> 

Table 2 

The features’ values of the samples detection 

Samples 
Features 

F1 F2 F3 F4 

S1 <0.873,0.133> <0.718,0.159> <0.064,0.897> <0.021,0.806> 

S2 <0.911,0.029> <0.831,0.031> <0.028,0.894> <0.952,0.036> 

S3 <0.929,0.037> <0.812,0.033> <0.021,0.926> <0.054,0.922> 

S4 <0.815,0.091> <0.949,0.048> <0.020,0.880> <0.833,0.042> 

S5 <0.864,0.020> <0.610,0.230> <0.243,0.624> <0.000,0.964> 

S6 <0.905,0.016> <0.878,0.015> <0.072,0.917> <0.789,0.114> 

b) Case 2: Disease 

The symptomatic characteristics of the target sample are shown in Table 3 [20]. 

There are five diseases: viral fever, malaria, typhoid, stomach problems and chest 

problems. Each disease has five features: temperature, headache, stomach pain, 

coughs and chest pain. Four disease samples classified are shown in Table 4 [20]. 
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Table 3 

Symptoms feature of five diseases 

 Temperature Headache Stomach pain Cough Chest pain 

Viral fever (0.4,0.0,0.6) (0.3,0.5,0.2) (0.1,0.7,0.2) (0.4,0.3,0.3) (0.1,0.7,0.2) 

Malaria (0.7,0.0,0.3) (0.2,0.6,0.2) (0.0,0.9,0.1) (0.7,0.0,0.3) (0.1,0.8,0.1) 

Typhoid (0.3,0.3,0.4) (0.6,0.1,0.3) (0.2,0.7,0.1) (0.2,0.6,0.2) (0.1,0.9,0.0) 

Stomach 

problem 
(0.1,0.7,0.2) (0.2,0.4,0.4) (0.8,0.0,0.2) (0.2,0.7,0.1) (0.5,0.7,0.1) 

Chest 

problem 
(0.1,0.8,0.1) (0.0,0.8,0.0) (0.2,0.8,0.0) (0.2,0.8,0.0) (0.8,0.1,0.1) 

Table 4 

Symptoms feature of four people disease samples 

 Temperature Headache Stomach pain Cough Chest pain 

Al (0.8,0.1,0.1) (0.6,0.1,0.3) (0.2,0.8,0.0) (0.6,0.1,0.3) (0.1,0.6,0.3) 

Bob (0.0,0.8,0.2) (0.4,0.4,0.2) (0.6,0.1,0.3) (0.1,0.7,0.2) (0.1,0.8,0.1) 

Joe (0.8,0.1,0.1) (0.8,0.1,0.1) (0.0,0.6,0.4) (0.2,0.7,0.1) (0.0,0.5,0.5) 

Ted (0.6,0.1,0.3) (0.5,0.4,0.1) (0.3,0.4,0.3) (0.7,0.2,0.1) (0.3,0.4,0.3) 

3.2 Results 

a) Case 1: Bacteria 

The concept of clustering is used to determine the similarity between each known 

bacteria and unknown sample features. Four information features of known 

bacteria and unknown samples are used for a pairwise comparison. For example, 

each known bacterial first feature value combination of F1 and F2 is compared 

with the same feature value combination for each unknown sample and each 

known bacterial first feature value combination of F1 and F3 is compared with the 

same feature value combination for each unknown sample. The six reference 

figures, Fig. 3 to Fig. 8, show the results. 

 

Figure 3 

(1,2) feature distribution 
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Figure 4 

(1,3) feature distribution 

 

Figure 5 

(1,4) feature distribution 

 

Figure 6 

(2,3) feature distribution 
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Figure 7 

(2,4) feature distribution 

 

Figure 8 

(3,4) feature distribution 

The proposed FCMAC classifier identifies the bacterial samples. 

The bacterial sample data is 



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12.022.072.082.0
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08.005.092.083.0

92.002.087.085.0

m

 

Table 5 shows the classification results for the intuitive fuzzy set (IFS) method [20] 

and the proposed FCMAC. The correct recognition rate shows that the proposed 

FCMAC classifier performs better than the IFS classifier. 
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Table 5 

IFS and FCMAC classification results 

Identification method Correct recognition rate Error recognition rate 

IFS 95.27% 4.73% 

FCMAC 97.55% 2.45% 

b) Case 2: Disease 

Using Table 3 and Table 4, the ten reference figures, Fig. 9 to Fig. 18, show the 

degree of difficulty of classification. Table 6 shows that the FCMAC classifier can 

achieve exact classification and produce good recognition results. The proposed 

classifier will allow medical practitioners to improve diagnostic accuracy. 

 

Figure 9 

(1,2) feature distribution 

 

Figure 10 

(1,3) feature distribution 
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Figure 11 

(1,4) feature distribution 

 

Figure 12 

(1,5) feature distribution 

 

Figure 13 

(2,3) feature distribution 
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Figure 14 

(2,4) feature distribution 

 

Figure 15 

(2,5) feature distribution 

 

Figure 16 

(3,4) feature distribution 
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Figure 17 

(3,5) feature distribution 

 

Figure 18 

(4,5) feature distribution 

Table 6 

FCMAC classification results 

 Viral fever Malaria Typhoid Stomach problem Chest problem 

Al 1 0 0 0 0 

Bob 0 0 0 1 0 

Joe 1 0 0 0 0 

Ted 1 0 0 0 0 

Conclusions 

This paper proposes a generalized fuzzy neural network, called a fuzzy CMAC 

(FCMAC), which combines fuzzy rules and CMAC. This network is used as an 

adaptive FCMAC classifier that allows stable classification and a fast convergence. 
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The developed network is an expansion-type fuzzy neural network. A traditional 

fuzzy neural network can be viewed as a special case of this network. 

This expansion-type fuzzy neural network allows better generalization, learning 

and approximation than a traditional fuzzy neural network so it greatly increases 

the effectiveness of a neural network classifier. The Lyapunov stability theory is 

used to develop the learning rule, for classifier parameters, in order to allow online 

self-adjustment. Therefore, the convergence of the design classifier is guaranteed. 

This study successfully extends the application of the proposed adaptive FCMAC 

neural network to the classification of medical samples. The effectiveness of the 

expansion-type FCMAC neural network is verified by the simulation results. 
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