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Abstract: When training language models (especially for highly inflective languages), some 

applications require word clustering in order to mitigate the problem of insufficient 

training data or storage space. The goal of word clustering is to group words that can be 

well represented by a single class in the sense of probabilities of appearances in different 

contexts. This paper presents comparative results obtained by using different approaches to 

word clustering when training class N-gram models for Serbian, as well as models based 

on recurrent neural networks. One approach is unsupervised word clustering based on 

optimized Brown’s algorithm, which relies on bigram statistics. The other approach is 

based on morphology, and it requires expert knowledge and language resources. Four 

different types of textual corpora were used in experiments, describing different functional 

styles. The language models were evaluated by both perplexity and word error rate. The 

results show notable advantage of introducing expert knowledge into word clustering 

process. 
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1 Introduction 

Language models (LMs) are used for solving tasks related to many different 

fields. They are usually incorporated into system aimed at facilitating different 

modes and types of cognitive infocommunications, e.g. machine translation [1], 

automatic speech recognition [2], data compression [3], information retrieval [4], 

spell checking [5], plagiarism detection [6], diagnostics in medicine [7] etc. One 

of the most important roles of these models is within systems based on speech 

technologies and utilized as assistive tools. Assistive technologies, in general, 
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represent a very popular research topic [8], [9]. Another domain of application of 

language models is reflilated to the preservation of standards for different styles of 

communication, given the exponential growth of means through which people 

conduct their written correspondence. The issue of preserving standards in 

communication and usage of modern applications and devices has recently gained 

significant attention [10]. 

Practical application of language models usually implies some specific tasks for 

which insufficient training corpora are available. When no training data for a 

specific purpose are available, general language models may be used, but in such 

cases, they usually produce inferior results. In case a small training corpus 

consisting of topic-specific data can be obtained, word clustering can help 

optimize the resulting language model for the intended task [11]. The model 

trained by using in-domain data can also be interpolated with a general-purpose 

language model, by using one of a number of interpolation techniques [12], in 

order to improve performance. 

Statistical N-gram language models [13] have been studied for decades and many 

improvements for specific applications have been developed [14], [15]. The 

introduction of neural network language models (NNLMs) [16] has brought 

general improvements over the N-gram models (even though NNLMs are more 

complex), especially when recurrent neural networks were considered as the 

means to take into account longer contexts (theoretically infinite ones). Recurrent 

neural network (RNN) language models were later optimized and have shown 

considerable improvements over many variations of N-gram models that they have 

been compared to [16]. Both statistical N-gram and RNN language models have 

been included in this research in order to obtain detailed information on how 

expert knowledge can contribute to word clustering, which is the basis for 

building high-quality class language models. 

The corpora used in the experiments are a part of the textual corpus collected for 

training language models for an automatic speech recognition (ASR) system for 

Serbian [17]. Four segments have been isolated from the original corpus. Each of 

the segments represents one of the following functional styles – journalistic, 

literature, scientific and administrative. It has been shown that the functional style 

influences morphology-based word clustering since sentence structures differ 

significantly from one functional style to another [18]. 

In order to implement morphology-based word clustering for Serbian, a 

part-of-speech (POS) tagging tool [19] and morphologic dictionary [20] for 

Serbian were used. The clustering was done by assigning each word from the 

training corpus to a single morphologic class without considering the adjacent 

words. The number of morphologic classes that were defined within this research 

is 1117, but not all of them appear in the training corpora. In order to compare 

morphologic clustering to the unsupervised word clustering method, the number 

of morphologic classes that appeared in each corpus was set as the input parameter 
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for the corresponding unsupervised clustering. The unsupervised clustering was 

conducted by using an optimized version of Brown’s algorithm [21]. The original 

Brown’s algorithm was too complex for the experiments to be conducted in 

reasonable time, and even the optimized version took around 96 hours to complete 

the clustering on journalistic corpus (for which the vocabulary contained about 

300,000 entries) on an Intel Core i5-4570 (3.2 GHz), RAM 16 GB DDR3 (1,333 

MHz). 

The rest of the paper is organized as follows. Section 2 briefly describes the 

training corpora used in the experiments. In Section 3, morphologic clustering for 

Serbian is presented. Section 4 gives a short overview of the unsupervised 

clustering method. In Section 5, the experiments are described in detail and the 

corresponding results are presented and discussed. The concluding section of the 

paper summarizes the main findings and outlines the plans for future research. 

2 Training Corpora for Serbian 

The training corpora for Serbian consist of many different text documents, which 

are classified into four groups, as described in the introduction. The journalistic 

corpus, which is the largest (around 17.4 million tokens), consists mainly of 

newspaper articles. The literature corpus (around 4 million tokens) consists of a 

collection of novels and short stories. The scientific corpus (around 865 thousand 

tokens) includes documents such as scientific papers, master and PhD theses. The 

administrative corpus is a collection of different legal documents (around 380 

thousand tokens). In the experiments, 90% of data for each functional style was 

used for training LMs, and the remaining 10% was used for evaluation. It should 

be noted that text preprocessing included the removal of punctuation marks, 

converting letters to lowercase, and converting numbers to their orthographic 

transcriptions (POS tagging tool is used to determine the correct orthographic 

form). In Table 1, detailed information on corpora used for training LMs (90% of 

the entire textual content for each functional style) is provided. 

Table 1 

Contents of corpora for training language models for different functional styles 

functional style sentences total words vocabulary morph. classes 

administrative 13,399 340,261 17,924 447 

scientific 36,621 776,926 59,705 646 

literature 272,665 3,557,738 175,523 828 

journalistic 662,813 15,645,691 299,472 836 
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3 Morphologic Clustering for Serbian 

Morphology of the Serbian language is very complex and many morphologic 

features need to be included in the clustering process in order to obtain optimal 

results. The morphologic dictionary for Serbian contains the most important 

morphologic features of each entry. Some of these features have been empirically 

determined to have negligible effect on the quality of morphologic class-based 

LMs (they appear rarely or never in training corpora). This is, naturally, related to 

the size and content of training corpora and will most likely change in the future. 

The features that are currently in use for morphologic clustering, as well as some 

heuristics, will be presented here for each of the ten word types that exist in the 

Serbian language: 

Nouns. Relevant morphologic information includes case, number, gender and 

type. Relevant types of nouns are proper (separate classes for names, surnames, 

names of organizations and toponyms), common, collective, material and abstract. 

Pronouns. Morphologic features include case, number, gender, person and type. 

Not all the features are applicable to all pronoun types. For example, person is 

only applicable to personal pronouns. Furthermore, some types or groups of 

pronouns, or even single pronouns have been isolated and represent classes of 

their own. This is due to empirical knowledge and mostly refers to relative and 

reflexive pronouns. 

Verbs. Features used (if applicable) are related to number, gender, and person, as 

well as to whether or not a verb is transitive or not and whether it is reflexive or 

not. Verb form types used to construct particular tenses or moods are, naturally, 

separated to different classes, although some of them are grouped together. 

Another relevant detail is related to whether a verb is modal/phase or not. 

However, as is the case with pronouns, some verbs are treated as separate classes 

(e.g. for the verb “nemoj” (don’t) in the imperative mood, forms for each person 

are treated as separate classes, as is the case with the enclitic form of the verb “ću” 

(will)). 

Adjectives. The morphologic features used include degree of comparison, case, 

number and gender. Invariable adjectives comprise a single class. Only one 

adjective is treated as a separate class due to its specific behaviour – “nalik” 

(similar to). 

Numbers. Morphologic features include case, number and gender, but different 

types are treated separately, and there are many exceptions. For example, number 

one is treated separately and it forms 18 different classes, depending on its 

morphologic features. Furthermore, classes related to numbers two and three are 

joined together. Aggregate numbers represent a special group of classes. A class 

“other” is even formed from very rare cases. 
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Adverbs, conjunctions, particles. The classes are formed empirically. For frequent 

conjunctions and particles, most classes contain only one word. 

Prepositions. Classification is based on the case of the noun phrase with which the 

preposition forms a preposition-case construction. 

Exclamations. All exclamations form a single class. 

As can be concluded, a great effort and expert knowledge are needed to define 

morphologic classes. When it comes to morphologic clustering for Serbian, it 

should be noted that the previously mentioned POS tagging tool supports context 

analysis (based on hand-written rules) and consequent soft clustering of words, 

which results in higher accuracy of language representation. However, this 

requires POS tagging in run-time when a language model is used, which is time-

consuming, and therefore not suitable for some applications. Furthermore, 

morphology-based models with soft clustering cannot be compared directly to 

models based on unsupervised clustering, which is why context analysis was not 

used in the experiments described within this work. 

4 Unsupervised Word Clustering 

As opposed to morphologic clustering, automatic clustering that requires no expert 

knowledge or additional resources, relying only on statistics derived from textual 

corpus, was considered within the experiments. For unsupervised clustering, 

Brown’s clustering was performed by using the SRILM toolkit [22]. 

The time complexity of the Brown’s algorithm in its original form [21] is O(V3), 

where V is the size of the initial vocabulary. The algorithm involves initial 

assignment of each of the types (distinct words) to a separate class, after which 

greedy merging is applied until the target number of classes is reached. An 

optimized version of the Brown’s algorithm, also described in [21], which has the 

time complexity O(VC2), involves setting a parameter C, which represents the 

initial number of clusters. The idea is to assign C most frequent types to separate 

clusters, after which each new type (or cluster) is being merged with one of the 

existing clusters in an iterative manner. Even though there are some obvious 

problems with the Brown’s algorithm, it has given relatively good results for 

English [22]. 

It should be noted that this unsupervised clustering method offers some 

advantages in the context of semantic information extraction (N-gram statistics 

often reflect semantic similarity). However, in direct comparison to the 

morphologic clustering, this is not very noticeable, since the number of target 

classes is determined by the number of morphologic classes, which is small and 

results in inevitable merging of groups of words that are not semantically similar. 
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Another detail that should be mentioned is that the implementation of Brown’s 

clustering within SRILM includes only bigram statistics [22], while morphologic 

analysis, depending on the case, can take into account much wider context. 

5 Experiments and Results 

In order to compare unsupervised and morphologic clustering, perplexity (ppl) and 

word error rate (WER) evaluations were conducted for different types of models. 

It should be kept in mind that both ppl and WER depend on the data set that is 

used for evaluation. However, prior to the experiments that will be described 

within this section, ppl tests were conducted using 10 different test data sets (per 

functional style) extracted from the corpora, on trigram word-based models. 

Perplexities obtained on different data sets were very similar for three out of four 

functional styles, indicating that test data sets are fairly representative. The only 

style for which ppl varied significantly for different data sets was literature. This 

was to be expected since the literature corpus contains novels from different time 

periods that vary in vocabularies, as well as sentence structures. The test data set 

that was chosen for each of the functional styles was the one for which 

out-of-vocabulary (OOV) rate, obtained with the model that was trained on the 

corpus for the corresponding functional style, was the lowest. The OOV rates for 

administrative, literature, scientific, and journalistic styles are 1.88%, 2.11%, 

3.61% and 0.79%, respectively. 

5.1 Perplexity Evaluation 

Perplexity evaluation was conducted for both statistical N-gram and recurrent 

neural network language models. For training and evaluation, SRILM toolkit was 

used for N-gram models, and RNNLM toolkit [23] for RNN LMs. 

Statistical N-gram models of different orders were included in the experiments in 

order to compare how the length of the context that is taken into account 

influences the quality of LMs depending on the manner in which word classes are 

derived. As mentioned before, four different functional styles were analyzed. For 

each morphology-based LM (hereinafter referred to as M model), a corresponding 

model with the same number of word classes derived by using optimized Brown’s 

algorithm was created (hereinafter referred to as U model). Since the number of 

classes is small for all the models (class “vocabulary”, hereinafter referred to as C, 

contains between 443 and 836, depending on functional style), there was no need 

for pruning LMs after training. 

The experiments included models of orders from 2 to 5. Since the difference 

between the results obtained for 4-gram and 5-gram models was insignificant, 
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only the results for bigram, trigram and 4-gram models will be presented. Table 2 

shows the obtained perplexity values. 

Table 2 

Evaluation results for N-gram language models of different order, that are based on different word 

clustering methods (U – unsupervised, M – morphology-based) and different functional styles (C – 

class “vocabulary” size) 

functional style clustering type 2-gram ppl 3-gram ppl 4-gram ppl 

administrative 

(C = 443) 

U 1,052.64 816.64 762.74 

M 1,250.72 912.68 834.86 

literature 

(C = 828) 

U 8,089.15 6,974.93 6,896.57 

M 3,629.93 2,949.15 2,877.67 

scientific 

(C = 646) 

U 6,596.25 5,868.64 5,795.55 

M 3,268.83 2,727.51 2,679.21 

journalistic 

(C = 836) 

U 9,235.24 6,450.65 5,631.81 

M 7,744.16 5,753.14 5,057.89 

The perplexity values for class N-gram models are calculated by using word 

N-gram probabilities estimated according to Equation 1 (w represents words, c 

represents classes): 

P(wn | w1...wt−1) = P(wn | cn) P(cn | c1...cn−1).     (1) 

The values presented in Table 2 seem to be large in general, when compared to 

some results that were obtained in previous research for Serbian, on standard 

models [24]. This indicates that increasing the number of classes would help 

improve the quality of the models, since the number of morphologic classes is 

rather small, and is appropriate for either situations when some domain-specific, 

very small corpora are available for training, or when class models are 

interpolated in some way with standard models, in order to resolve issues with 

words that appear rarely but avoid over smoothing at the same time. There are also 

some applications that require language models to be small due to some hardware 

restrictions, in which cases word clustering, even to a very small number of 

classes, is the appropriate approach. However, the aim of this research was to 

compare morphologic clustering and clustering based on Brown’s algorithm. It 

can be concluded that morphologic clustering is better for initial clustering, but 

increasing the number of classes and finding the optimal number for a specific 

application should be performed. Increasing the number of classes that are initially 

created by using morphologic information could be performed by a number of 

criteria, even by applying Brown’s algorithm for further clustering within each of 

the morphologic classes. As additional information related to the comparison of 

the clustering methods, class-level perplexity values for the models presented in 

Table 2 are given in Table 3, illustrating that the M models predict classes more 

successfully than the U models. 
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Table 3 

Class-level perplexity values for N-gram language models of different order, that are based on different 

word clustering methods (U – unsupervised, M – morphology-based) and different functional styles (C 

– class “vocabulary” size) 

functional style clustering type 2-gram ppl 3-gram ppl 4-gram ppl 

administrative 

(C = 443) 

U 55.49 41.5 38.76 

M 31.05 22.55 20.68 

literature 

(C = 828) 

U 125.94 108.6 107.38 

M 64.52 52.14 50.93 

scientific 

(C = 646) 

U 124.32 110.61 109.23 

M 43.74 36.23 35.68 

journalistic 

(C = 836) 

U 77.72 54.29 47.4 

M 43.8 32.31 28.35 

The RNN language models were trained using parameter values that were within 

recommended ranges [23] for average-size tasks – hidden layer contained 500 

units (-hidden 500), a class layer of size 400 was used in order to decrease 

complexity (-class 400), and the training (backpropagation through time – BPTT) 

algorithm ran for 10 steps in block mode (-bptt-block 10). Since these models 

consist of a much larger set of parameters, and the training parameters were not 

optimized within this research, they can not be compared to N-gram models 

directly (and there is no need for that since the goal is to compare different types 

of clustering), but the general conclusion related to M and U clustering methods 

can be drawn from the same evaluation procedure. The results are given in 

Table 4. 

Table 4 

Evaluation results for RNN language models based on different word clustering methods (U – 

unsupervised, M – morphology-based, C – class “vocabulary” size) and different types of training data 

functional style M ppl U ppl 

administrative (C = 443) 1,389.87 1,636.44 

literature (C = 828) 4,065.68 10,500.93 

scientific (C = 646) 3,994.52 10,412.45 

journalistic (C = 836) 6,273.07 11,543.21 

The results presented in Table 4 refer to the same training corpora that were used 

in the experiments for which the results are given in Table 2 (except that the test 

data set was split to validation and test data sets of equal sizes), the symbols for 

clustering methods have the same meaning and the sizes of class vocabularies are 

the same as well. The advantage of morphologic over unsupervised clustering is 

evident with RNN LM for all functional styles. Furthermore, it seems that the 

difference between the compared techniques is more emphasized with RNN LMs. 

This is probably due to long context that RNNs take into account. Theoretically, 

longer contexts can be modelled with higher order N-grams as well. However, in 
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practice, the back-off procedure introduces inaccuracies in the probabilities 

estimation process, which prevail over the benefits of introducing some 

information on longer contexts. RNNs model longer contexts more successfully, 

and therefore make better use of the contextual information contained within 

morphologic class models. This explains why here the results for M models are 

better than the results for U models for administrative style as well. 

5.2 Word Error Rate Evaluation 

Perplexity values calculated on test data do not always correlate with a language 

model’s contribution when it is tested within a real system [16]. A common way 

of evaluating a language model within a practical application is conducting a word 

error rate test. The goal of a WER test is to determine the contribution of a 

language model to the accuracy of an automatic speech recognition system. 

In order to perform word error rate comparisons between results using 

morphologic and automatic word clustering respectively, several tests were run, 

using AlfaNum speech recognition system [17]. All tests were based on a Serbian 

corpus of around 18 hours of speech material, including 26 different male and 

female speakers, divided into 13,000 utterances consisting of almost 160,000 

tokens (words) and around 27,000 types (distinct words) [25]. This speech corpus 

is the most comprehensive corpus that currently exists for the Serbian language, 

and it has two quite different parts, one consisting of utterances from studio 

quality professionally read audio books, in which, naturally, the literature 

functional style dominates, and the other one, made of mobile phone recordings of 

commands, queries, questions and similar utterances expected in human-to-phone 

interaction via voice assistant type applications. This needs to be kept in mind 

when analysing WER results for different functional styles. All audio recordings 

were sampled at 16 kHz, 16 bits per sample, mono PCM [26]. 

As an acoustic model, a purely sequence trained time delay deep neural network 

(TDNN) for Serbian was used [17]. These so-called “chain” models are trained 

using connectionist temporal classification (CTC) in the context of discriminative 

maximum mutual information (MMI) sequence training with several specifics and 

simplifications, most notably frame subsampling rate of 3. It was trained on the 

training part of the above-mentioned speech corpus, which has almost 200 hours 

of material (140 hours of which were audio books). Neural network parameters 

were optimized on a range of different values until the best combination was 

decided on. This setting included the usage of three additional pitch features 

alongside standard MFCCs and energy, and separate models for differently 

accented vowels, which produced the best WER using the original 3-gram 

language model trained with SRILM on the described training corpus 

transcriptions, with the addition of a section of the journalistic corpus for better 

probability estimation. 
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In WER experiments within this research, class language models were used, along 

with corresponding class expansions files (in the form required by SRILM). 

Furthermore, N-grams including words missing from the particular language 

model training corpus were excluded from the final language model. This was 

done for all 4 functional styles, for both morphologic and unsupervised word 

clustering methods. As the testing was done for bigram, trigram and 4-gram 

models, there were 24 tests performed in total. In this way, many 

out-of-vocabulary words were created, but the same number of them existed for 

all experiments for the given functional style, so WERs can be compared to each 

other. 

The tests were performed using the open source Kaldi speech recognition toolkit 

[27], which utilizes weighted finite state transducers (WFSTs) and the token 

passing decoding algorithm for calculation of the best path through the generated 

lattice. All the tests were run automatically using a shell script that invoked 

particular helper scripts and Kaldi programs on several server machines. After 

initial high-resolution feature extraction (40 MFCCs, as in most typical similar 

setups) and per-speaker i-vector calculation (in an “online” manner), for each 

language model the decoding graph was created using information from the 

language model, pronunciation dictionary, desired context dependency and 

acoustic model topology (transitions), and finally the decoding procedure and best 

possible WER calculation was initiated. A range of language model weight values 

were tried (in comparison to a fixed acoustic weight), as well as several word 

insertion penalties. 

The results of the tests are given in Table 5. It should be noted that OOV rates for 

administrative, literature, scientific and journalistic models on the transcription of 

the speech database that was used in these tests were quite high (especially for the 

administrative style, for which the corpus is very small, and contains very specific 

content): 36.37%, 3.93%, 19.3% and 4.62%, for the above-mentioned functional 

styles, respectively, which may explain generally high WER. 

For scientific and journalistic style, morphologic clustering showed significantly 

better results. For administrative style, M models were only slightly more 

successful, while for literature style, U models were slightly more adequate. As 

expected, perplexity results were not correlated to WER results for all tests. 

However, WER results depend on acoustic models, as well as other parameters. 

Still, a general impression related to the content of Table 5 is that M models are 

more suitable for an ASR task. An interesting detail is related to relative WER 

between functional styles. The models related to different functional styles are not 

of the same size and cannot be compared directly. However, it can be observed 

that the best WER result (by far) was obtained for the model that was trained on 

literature style, even though journalistic training corpus is much larger, for 

example. This confirms the importance of functional style adaptation when 

training language models since the corpus that was used for WER tests consisted 

mainly of textual content written in literature style. Another interesting 
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observation is that ASR does not seem to benefit from trigram and 4-gram entries. 

This might be related to the quality of modelling longer contexts with N-gram 

models (effects of the backoff procedure). Unfortunately, RNN models that could 

provide more information on this phenomenon were not included in WER tests 

within this study, since the implementation of evaluation framework for these 

types of models is not yet finished. 

Table 5 

Evaluation results in terms of WER [%] for language models based on different word clustering 

methods (U – unsupervised, M – morphology-based, C – class “vocabulary” size), different types of 

training data, and different N-gram order 

functional style clustering type 2-gram WER 3-gram WER 4-gram WER 

administrative 

(C = 443) 

U 58.14 58.31 58.32 

M 57.45 57.61 57.65 

M 31.15 31.30 32.07 

scientific 

(C = 646) 

U 45.64 45.58 45.55 

M 42.81 43.14 43.44 

journalistic 

(C = 836) 

U 40.59 41.09 41.29 

M 35.66 36.29 36.82 

One significant advantage of morphologic clustering is the fact that the models 

can lean on information from the morphologic dictionary for Serbian, that was 

mentioned earlier. Namely, for all the words that are contained within the 

dictionary (around 1,500,000 orthographically distinct surface forms) morphologic 

classes can be determined from the corresponding morphologic information, by 

applying the same procedure as with training corpora. In this way, a new 

word-class map is generated. If every word w, that belongs to a class c, is then 

assigned a probability P(w|c), these words can be used to deal with the OOV word 

problem. In order to explore the benefits of using the information from the 

morphologic dictionary, another set of WER experiments was conducted. The 

added words were assigned values of P(wi|ci) that were basically the averaged 

values of corresponding probabilities of all the words that originally belonged to 

classes ci. The results of the experiments are presented in Table 6. 

Table 6 

Evaluation results in terms of WER [%] for language models based on morphologic word clustering, 

different types of training data, and different N-gram order, when additional information is obtained 

from the morphologic dictionary for Serbian 

functional style 2-gram WER 3-gram WER 4-gram WER 

administrative 24.66 25.13 25.24 

literature 27.51 27.78 28.58 

scientific 22.44 23.00 23.30 

journalistic 31.37 32.06 32.57 
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A drastic improvement in terms of WER can be observed for all functional styles. 

Furthermore, in order to optimize models, the added words to class expansions 

were implemented as separate maps that are used only when a word cannot be 

found in the initial class expansion file. In other words, the addition of dictionary 

information does not significantly increase a model’s complexity since the new 

map is only used when an OOV word is encountered. 

Conclusions 

The experiments described within this paper have shown that morphologic word 

clustering for Serbian, in comparison to the unsupervised clustering method based 

on Brown’s algorithm, generally results in considerably more adequate language 

models, regardless of the language modelling concept (RNN or N-gram) or of the 

type of textual data (functional style). Morphologic clustering with the restriction 

of assigning each surface form to only one class has shown fairly good results, 

which is important for practical applications, since it only requires a simple look-

up table for run-time word classification. Naturally, context analysis in the process 

of morphologic clustering can introduce further improvements (with inevitable 

rise in complexity). 

The WER results for LMs based on morphologic classes, while promising, are not 

sufficiently good for many applications. In some applications, where there is no 

limit on memory storage or computational cost, these models can be interpolated 

with word-based LMs, in order to obtain better results. However, if only small 

class LMs are acceptable, it is an imperative to store as much linguistic 

information as possible in a small number of word classes. The aim of further 

research will be to explore other approaches to improving the word clustering 

process. The main idea is to increase the number of classes by starting with 

morphologic classes described within this research and perform further division of 

classes based on some other criteria. These models would still be much smaller 

than word-based models, but the number of classes would be adjustable in order to 

obtain optimal results for a specific application. Furthermore, word clustering 

based on semantics is another challenge and an object of further research for 

Serbian. It will, however, require deeper knowledge of how language is learned by 

a human brain, which is a topic that is also gaining popularity [28]. 
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