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Abstract: An extended Labanotation for an industrial robot was developed and applied. A 

user-friendly program was designed to help design dance choreography. The program, 

LabanRobot, has a simple interface that can be used without any prior knowledge of the 

robot. The choreographer should keep geometry in mind and plan the dance sequence 

accordingly. The conversion of dance sequences to robot motion is done automatically by 

the program. Details of the algorithm are given. Examples of simulation and on-stage-

performance are shown. 
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1 Introduction 

Since the beginning of human existence, the environment and life itself has posed 

many difficult problems for humans. The strength of humans was limited and 

insufficient to achieve the many tasks that life on earth required. Humans may 

have been physically weak, but their imagination and intelligence were strong. To 

overcome their physical limitations, they imagined artificial humans to help. The 

dream of artificial servants dates back to before Christ. Aristotle said, “If every 

tool, when ordered, or even of its own accord, could do the work that befits it, 

then there would be no need either of apprentices for the master workers or of 

slaves for the lords.” He imagined such a machine even when humanity was far 

from realizing this dream. Eventually, automata, which can do some humble work 

for people, were finally created. But they were far from satisfying human 

imagination. Research and attempts to design better ones accelerated and goals 

became even more ambitious when more tools were available. 
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Today, in the age of Industry 4.0, millions of robots are in use. Research continues 

to build more effective industrial robots to achieve more sophisticated tasks as 

part of the smart factory concept, where robots act as cyberphysical systems. They 

communicate with other robots and humans through an Internet of Things (IoT). 

Human–robot collaboration and this is a challenge, since industrial robots may 

accidentally harm humans. There has been a lack of sensors that produce data 

similar to the human senses and a shortage of intelligent control algorithms to 

avoid accidents during collaboration. 

In this work, an industrial robot arm was programmed to perform a popular dance. 

A simple, user-friendly graphical interface was created to aid inputting the 

choreography. The user does not have to be a programmer to design a dance. 

Color codes and simple buttons are used to simplify the design process. Section 2 

discusses the notations of movement and dance. Section 3 gives a brief review of 

the literature. Section 4 describes the extended Labanotation proposed in this 

paper and its application with a robot. Section 5 draws conclusions and indicates 

further research topics. 

2 Expressing Robot Motion 

Robot motion has been a research topic for decades. When it comes to humanoids, 

movement is expected to be human-like, but modeling human motion is a very 

complex task. After designing a humanoid, then the inevitable problem arises: 

How should one tell the robot to behave like a human? 

If a human has to open a door, she or he goes to the door and opens it. This task 

usually requires no deep thinking for a human. On the other hand, if a humanoid is 

made to open the door, then the task must be split into a sequence of sub-tasks. 

For example, locating the door handle, raising the arm, grasping the handle with 

the hand, pushing the handle, pulling the door, releasing the handle, and stopping. 

All the sub-tasks must be translated into a language that allows the robot to 

perform them correctly. This takes the sub-task into another domain, where the 

application of control results in action. For example, the sub-task of raising the 

arm must translated to torque at specific angles by certain actuators in the joints. 

2.1 Translation of Sub-Tasks into Machine Language 

To translate sub-tasks into machine language, various notation systems can be 

used. There are around ninety systems but only a few are used in robotics. The 

most popular ones are Labanotation, Benesh notation, and Eshkol Wachman 

notation, in order of popularity. They have been borrowed from the field of dance, 

but are not limited to it. They have also been used in gymnastics, mime, circus 
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performance, anthropology, ergonomics, neurology, clinical research, animation, 

and human–computer interaction [1]. 

Due to the complexity of movement, there has been great interest in representing 

it in simpler terms. There have been many attempts to codify movement, 

especially in the field of dance. In dance education, the traditional method is 

supervised learning, where a teacher shows a student how to dance a given 

pattern. This requires extended one-on-one study, is not very efficient, and relies 

too much on the student’s memory. The dance notation systems strived for 

efficiency and reliability. 

Dance notations are done with many different forms such as letters, numbers, stick 

figures, and realistic figures. There have been attempts to represent robot 

movement with dance notation, especially humanoids. There is no notation that 

can adequately express every possible movement. This leaves the roboticist with 

fewer options. The majority of the work employing movement notation in the 

robotics uses Labanotation. 

In the following section, the Laban, Benesh and Eshkol Wachman notation 

systems will be reviewed, since they are by far the most common ones. All three 

notation systems were developed in the twentieth century. They require a 

considerable amount of time to learn. Even though they share the same aim, their 

approaches are different. 

2.1.1 Laban Notation 

Laban notation was devised by the dancer and the choreographer Rudolph Laban. 

It is also called Kinetography Laban and Labanotation, which was coined by Ann 

Hutchinson Guest and has gained popularity. Kinetography Laban presents a 

compact view of the body. 

In Laban notation, successive movements are shown vertically and simultaneous 

movements are shown horizontally. The duration of each movement is indicated 

by vertical length. The part of the body involved is also expressed vertically [2]. 

The Laban system describes a movement in terms of the following elements: 

a) Body 

b) Space 

c) Effort  

d) Shape 

The first element, body, identifies which body parts are involved. The ‘space’ 

element indicates the space and extent of the movement. Here, the Kinesphere, the 

term coined by Rudolph Laban, is to be highlighted. It refers to the volume 

created and occupied by a human. Depending on the movement, it can become 

larger or smaller [3]. The ‘effort’ element refers to the energy involved. The 

‘shape’ element is the form of the body and its evolution during the movement. 



F. Özen et al. Synchronized Dancing of an Industrial Manipulator with Humans on Arbitrary Music 

 – 154 – 

Laban notation is very detailed. There is also an abbreviated representation, Laban 

motif notation. This was devised by Ann Hutchinson Guest and others to use in 

dance education, and focuses on what is different or similar. Especially when the 

repetitive patterns are involved, it saves time and energy [4]. 

Labanotation uses a staff, similar to a music score. Unlike a music score, 

Labanotation is read vertically from bottom to top. It is divided into columns to 

represent the body parts (Fig. 1). The centerline represents the vertical center of 

the body. The left side of the staff represents the left side of the body, and the right 

side of the staff, the right side of the body. 

 

 

      

 

 

 

 

Figure 1 

Organization of the staff of a Laban score 

Labanotation has symbols for nine different directions, which can be high, 

medium or low, so there are 27 possible combinations. Fig. 2 shows the direction 

symbols and position marks. In the figure, the shape of the symbol indicates the 

direction, shading, and the level or height of the movement. 

 

Figure 2 

Laban symbols 

An example of Laban notation is given in Fig. 3. 
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https://sanamsartspace.wordpress.com/2015/02/15/lesson-2/labanotation-symbols/
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Figure 3 

Example of Labanotation 

Among Labanotation programs, LabanWriter is the most widely used. The 

program was developed at the Ohio State University. It prepares Labanotation 

scores and digitizes them [5]. 

Laban movement analysis is based on Rudolph Laban’s work but it deals with 

dynamics and effects that Labanotation does not include. 

The Effort Shape notation was also devised by Laban, but it is less popular. It 

includes the following parameters: 

a) Weight (light, strong) 

b) Space (indirect, direct) 

c) Flow (free, bound) 

d) Time (sustained, quick) [6] 

Here, time refers to rhythm, tempo, phasing, and duration of the movement. 

Weight refers to the movement’s softness, smoothness, sharpness, and energy. 

Flow is about the combination of variation of movements, using recurring 

elements, contrast, and repetition. Basic types of movements are dabbing, gliding, 

floating, flicking, thrusting, pressing, wringing, and slashing [7]. 

2.1.2 Benesh Notation 

Benesh notation was devised by Rudolph Benesh and Joan Rothwell in the mid-

twentieth century. It uses key frames. It is drawn on a staff, like Laban notation, 

but sequences are written horizontally from left to right. The staff has five vertical 

lines, each for different body parts. Stronger movements are indicated by a bolder 

drawing. Fig. 4 shows an example of Benesh notation. 

 

Figure 4 

Example of Benesh notation 

http://www.cabinetmagazine.org/issues/36/turner2.php
http://designinquiry.net/wp-content/uploads/2014/05/image002.jpeg
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2.1.3 Eshkol Wachman Notation 

Eshkol Wachman notation was devised by the dancer and choreographer Noa 

Eshkol and the architect Abraham Wachman in the 1960s. In this notation, the 

body is viewed as a composition of articulated limbs, which can lie between two 

joints or be connected to a joint at only one end. It is recorded in a matrix, not a 

staff. The left side of the matrix indicates which body parts move. Sequences are 

written from left to right and the end of the movement is shown by a bold bar [8]. 

Fig. 5 shows an example. 

 

Figure 5 

Example of Eshkol Wachman notation 

3 Literature Review 

Research on dance in the robotics field deals with many problems, which can be 

grouped as motion capture, processing the captured images/videos, processing 

music to dance with, representing the required motion using dance notation, 

converting the notation into inputs for the joints of a robot, and evaluating the 

dance performance of a robot. Naturally, not all of these issues are dealt with in 

every publication. 

Peng, Zhou, Hu, Chao and Li [9] provide a thorough review of the robotics dance 

field since the 1990s. They describe the following research areas: robotic dancers 

that can cooperate with humans, imitate human dance, synchronize with music, 

and creating robotic choreography. They emphasized that cooperation between a 

robot and a human is harder to achieve than coordination between robots and that 

the imitation of human movement by a robot is still in its infancy. They conclude 

that synchronizing with music requires many aspects of music to be taken into 

consideration, but so far, only beat, tempo, and rhythm have been studied. Finally, 

they mention that work remains to be done on creating choreography with human 

aesthetic values and improvisation. 

http://global.britannica.com/biography/Abraham-Wachman
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Afsar, Cortez and Santos [10] surveyed approaches to human behavior detection 

from video. The steps involved are initialization, tracking, pose, and recognition. 

They review each step in detail and tabulate the literature to aid future research. 

Most papers deal with a certain aspect of robot dance or a specific dance. The rest 

of this section summarizes some of the outstanding research in the field. 

Hachimura and Nakamura [11] segmented motion data and quantize motion 

direction and duration for Labanotation. A Laban editor with limited scope was 

developed for dance education. 

Kojima, Hachimura, and Nakamura [12] modeled the human body with 21 joints 

and study the speed of joint motion. Labanotation data was converted into 

animation data. Only basic Labanotation functions were simulated, thus 

compromising the smoothness of the motion. An interface for LabanEditor was 

introduced. Interaction with the environment was not taken into account. 

Nakamura, Niwayama, Tabata, and Kumo [13] developed a dance training system 

consisting of a motion capture system, a projector for projecting the teacher’s 

footprints on the floor, and a robot acting as a mobile mirror. Two traditional 

Japanese dances were used for testing. The mirror robot had to position itself at a 

suitable distance as the student rehearses. Since the student cannot look at the 

mirror robot and the teacher’s footprints at the same time, the reasoning has to be 

modified. 

Suzuki and Hashimoto [14] combined a mobile platform with a motion interface 

system, a controller, and output devices to study human robot interaction with a 

semiautonomous robot. In response to a performer’s dance, the program iDance 

produces sounds and moves in compliance with the shifting weight of the 

performer. Neural networks were used to represent emotional states. 

Kosuge and Hirata designed [15] a dance robot to study human–robot 

coordination coupled with physical interaction. The robot has an omni-directional 

mobile base and it can sense the force and torque applied by its human partner. 

The robot was tested with the Waltz. More dance forms need to be tested. 

Choi, Kim, Oh, and You [16] balanced the dancing arm of a humanoid robot with 

a posture and walking control scheme that utilizes the kinematic resolution 

method of Center of Mass (CoM). 

Jeong, Seo, and Yang [17] designed a wearable interface equipped with magnetic 

sensors to teach human motion to a humanoid robot. Recorded motions are 

processed to obtain key frames. Clustering is applied to the key frames. A 

computer analyzes and enacts motion primitives and kinematic calculations. The 

system was tested using simple motions, namely drawing a heart and boxing. 

More complex motions have to be taken into consideration to imitate human 

motions effectively. 
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Kekehashi, Izawa, Shirai, Nakanishi, Okada, and Inaba [18] studied the motion of 

hula hooping. Torso movement was analyzed and the algorithm was tested using 

dedicated robots. Some stability problems were encountered. Since hula hooping 

is simpler than dance, in general, the algorithm needs to be adapted to the 

challenges of dance and later to arbitrary human motion. 

Dong, Wang, Wang, Yan, and Chen [19] studied the lion dance with a 19 degrees-

of-freedom, under actuated, multi-legged robot. Kinematics, dynamics, and 

stability of the lion dance were studied, which was performed by two humans. The 

results showed that the robot lacked the liveliness and loveliness required to 

perfectly imitate the lion dance. 

Wang and Kosuge [20] considered the case of the Waltz. This dance has a leader 

and a follower. In the study, the human was the leader and robot was the follower. 

The human dancer’s body was modeled using an inverted pendulum. The position 

of the leader was estimated with data from laser range finders and an extended 

Kalman filter. Next step estimation was done with Hidden Markov Models. Since 

dancing the Waltz requires haptic interaction, human arm dynamics were used in 

the control loop. The paper leaves the questions of role switching and rotational 

motions unanswered. Robustness and optimality are issues to be dealt with. 

Auguliaro, Schoellig, and D’Andrea [21] used the Laban Effort Shape concepts, 

namely space, time, weight, and flow, in the choreography of a group of 

quadrocopters. Motion and music were synchronized, and collision-free flight 

trajectories were calculated, but the motion library is limited and audience 

feedback is not incorporated. 

Zhou, De la Torre, and Hodgins [22] extended Kernel K Means and Spectral 

Clustering to partition human motion into a fixed number of classes. Testing was 

done on with Carnegie Mellon University Motion Capture database videos. The 

results show that the computational load is very heavy, and some simplifications 

need to be employed. In addition, the algorithm has to be sped up for real-time 

application. 

Radac and Precup [23] classified the ways of learning from primitives as a) time-

scale transformation approaches, b) temporal concatenation of primitive-based 

approaches, and c) time-based decomposition approaches. The primitives are 

useful to simplify the task, which can be very complex. They suggested an 

iterative learning control algorithm, which does not require much prior 

information about the system to be controlled. They solved the trajectory tracking 

problem. 

Wang and Zhou [24] used a method based on time-based b-spline-decomposition 

for a continuous and smooth trajectory tracking. The desired trajectory was 

decomposed online and the control input was synthesized. The application to a 

microscope probe resulted in better output tracking over feedback control. 
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Mussa-Ivaldi and Solla [25] investigated the primitives for motion control in 

neurobiological systems. They studied adaptive behavior in the nervous system for 

learning, making use of knowledge stored in memory. 

Grymin, Neas and Farhood [26] worked on motion planning in an environment 

with obstacles. Their approach was based on temporal concatenation of motion 

primitives and the Graph theory. They provided their simulation results on a 

hovercraft. 

Okamoto, Shiratori, Kudoh, Nakaoka, and Ikeuchi [27] dealt with a cyclic Aizu-

bandasian dance. The dance was performed by a human and was captured using a 

motion capture system, sampled, and then key poses were extracted and 

performed by a humanoid based on key poses. The human dance was decomposed 

by splines. The humanoid dance consisted of lower-, middle-, and upper-body 

movements. Each movement was split into sub-tasks to be performed by each 

body part. The lower-body supported the whole body, the middle-body supplied 

the expression of dance and maintained balance, the upper-body expressed the 

dance. The algorithm has not yet been applied to other dance forms to demonstrate 

universality. 

Ramos, Mansard, Stasse, Benazeth, Hak, and Saab [28] used motion capture to 

form a reference movement for a humanoid dancing with a human. To generate 

the movements, an operational space inverse dynamics method was used, to solve 

the problem of following the dance figures demonstrated by a human. The 

problems of coordination, control, and stabilization of balance were studied; 

balance was given top priority over other objectives such as visibility and posture. 

To maintain balance, linear momentum variation was controlled by center-of-mass 

acceleration and angular momentum variation was controlled by proper contact 

forces. Due to the lack of sensor feedback, the performance of the platform fell 

short of expectations. 

Yoshida, Shirokura, Sigiura, Sakamato, Ono, Inami, and Igarashi [29] reported an 

interface for an entertainment system called RoboJockey. The interface controls a 

mobile and a humanoid robot. Among other actions, the robots automatically 

perform according to music. The humanoid robot moves its knees in response to 

the beat. The mobile robot does not have enough actuators to move with the 

rhythm, thus it simply switches actions in response to the beat. The system and the 

interface need improvement because high level functionality, including 

programming loops and sensor feedback, is not supported. 

Takano and Nakamura [30] represented human motion through segmentation and 

encoded the segments into Hidden Markov Models. Afterwards, statistical 

analysis tools, such as correlation matrices, were used to predict the next motion. 

The algorithm should be optimized and parameter tuning should be adaptive. The 

correlations between the parameters need to be tested. 
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4 Experimental Setup 

For the research presented here, a computer program was written to make an 

industrial manipulator dance together with a human. To design a robot dance 

similar to human dance, the required movements are expressed with extended 

Labanotation. The industrial manipulator is a six-degree-of-freedom Mitsubishi 

RV-7FL, which is geometrically similar to a human arm. 

A Laban editor was designed and programmed through a special interface. The 

controller calculates the input torque parameters of the manipulator after the 

required motion data has been supplied from the interface. 

To handle objects, a hand was designed for the industrial robot. The hand consists 

of a vacuum pad and a vacuum generator. During dance, the hand carries dance 

related accessories such as flowers, matador’s cape, camera, etc. 

The control of the robot arm is done by CR-750D, which has servo drivers and a 

motion controller inside. Hierarchical trajectories are generated by Matlab and RT 

Toolbox 2. The host computer communicates with the robot controller via 

Ethernet. The interconnection is shown in Fig. 6. 

 

Figure 6 

Mitsubishi RV-7FL robot arm with CR-750 controller and the connection of system components 

To translate Labanotation into robot movement, the kinematic model of the 

manipulator is needed. The derivation is done and the specifications of the 

manipulator are summarized in Table 1. 

Link lengths were obtained from the CAD data supplied by the manufacturing 

company [31]. The external dimensions in Fig. 7 were also supplied by the 

manufacturing company. 
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Table 1 

The specifications of the industrial robot 

Type Joint 

Number 

Mitsubishi 

RV-7FL 

Type Joint 

Number 

Mitsubishi 

RV-7FL 

Degrees 

of 

freedom 

 6 Maximum 

load 

capacity 

 7 kg 

Maximum 

reach 

radius 

 908 mm Mass  67 kg 

Operating range (degree) 1 ±240 Max 

speed 

(deg/sec) 

1 288 

2 -110+130 2 321 

3 -0+162 3 360 

4 +200-200 4 337 

5 -120+120 5 450 

6 -360+360 6 10977 

 

 

 

Figure 7 

Mitsubishi RV-7FL external dimensions (left) and ortho-parallel basic and spherical wrist robot with 

seven essential geometric parameters [31] 

Mitsubishi RV-7FL has a 3R ortho-parallel basis structure with a 3R wrist. Link 

and joint offsets were calculated and verified using a simulation toolbox. A 

summary of the kinematic analysis and the parameter values are shown in Table 2. 
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Table 2 

Structural Kinematic Parameters for Mitsubishi RV-7FL 

Joint No Joint angles Link Length (mm) Offsets (mm) 

1 Ɵ1 L1=c1=400 a1=0 

2 Ɵ2 L2=c2=435 a2=-50 

3 Ɵ3 L3=c3=470 b=0 

4 Ɵ4 L4=c4=85  

5 Ɵ5 0  

6 Ɵ6 0  

The forward and inverse kinematic problems were solved with Brandstötter, 

Angerer, and Hofbaur’s algorithm [32] for Mitsubishi RV-7FL. 

Transformation matrix of the end effector with respect to the base is given as: 

𝑻0
6 = 𝑻0

1𝑻1
2𝑻2

3𝑻3
4𝑻4

5𝑻5
6 = [

𝑥
𝑹(𝒓𝒑𝒚) 𝑦

𝑧
0 0 0 1

]    (1) 

The end effector position is given by:  

𝑝 =  [𝑥 𝑦 𝑧 𝜃𝑥 𝜃𝑦 𝜃𝑧]𝑇.   

where 

𝑻0
6(1,1) = 𝑠1(𝑐4𝑠6  +  𝑠4𝑐5𝑐6)  −  𝑐1(𝑐23(𝑠4𝑠6  −  𝑐4𝑐5𝑐6)  +  𝑠23𝑠5𝑐6) 

𝑻0
6(1,2) = 𝑠1(𝑐4𝑐6  +  𝑠4𝑐5𝑠6)  −  𝑐1(𝑐23(𝑠4𝑐6 + 𝑐4𝑐5𝑠6)  + 𝑠23𝑠5𝑠6) 

𝑻0
6(1,3) = 𝑐1(𝑠23𝑐5  +  𝑐23𝑐4𝑐5) + 𝑠1𝑠4𝑠6  

𝑻0
6(1,4) =  𝐿4(𝑐1𝑠23𝑐5 + 𝑐1𝑐23𝑐4𝑠5 − 𝑠1𝑠4𝑠5) + 𝐿3𝑐1𝑠23 − 𝐿2𝑐1𝑠2 − 𝑎2𝑐1𝑐23  

𝑻0
6(2,1) = 𝑐1(𝑐4𝑠6  +  𝑠4𝑐5𝑐6)  −  𝑠1(𝑐23(𝑠4𝑠6  −  𝑐4𝑐5𝑐6)  +  𝑠23𝑠5𝑐6) 

𝑻0
6(2,2) = 𝑐1(𝑐4𝑐6  +  𝑠4𝑐5𝑠6)  −  𝑠1(𝑐23(𝑠4𝑐6 + 𝑐4𝑐5𝑠6)  + 𝑠23𝑠5𝑠6) 

𝑻0
6(2,3) = 𝑠1(𝑠23𝑐5  +  𝑐23𝑐4𝑐5) + 𝑐1𝑠4𝑠5  

𝑻0
6(2,4) = 𝐿4(𝑠1𝑠23𝑐5 + 𝑠1𝑐23𝑐4𝑠5 + 𝑐1𝑠4𝑠5) + 𝐿3𝑐1𝑠23 + 𝐿2𝑠1𝑠2 + 𝑎2𝑠1𝑐23  

𝑻0
6(3,1) = 𝑠23(𝑠4𝑠6  −  𝑐4𝑐5𝑐6) − 𝑐23𝑠5𝑐6 

𝑻0
6(3,2) = 𝑠23(𝑠4𝑐6 +  𝑐4𝑐5𝑠6)  + 𝑐23𝑠5𝑠6 

𝑻0
6(3,3) = (𝑐23𝑐5  +  𝑠23𝑐4𝑠5)  

𝑻0
6(3,4) =   𝐿1 + 𝐿2𝑐2 +     𝐿4(𝑐23𝑠5 − 𝑠23𝑐4𝑠5) + 𝐿3𝑐23 + 𝑎2𝑠1𝑐23 

Wrist position can be calculated as: 

[𝑥𝑤 𝑦𝑤 𝑧𝑤]𝑇 = [𝑥 𝑦 𝑧]𝑇 − 𝐿4𝑅6
0[0 0 1]𝑇   
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𝜃1 = 𝑎𝑡𝑎𝑛2(𝑦𝑤 , 𝑥𝑤) 

𝜃2 = 𝑎𝑐𝑜𝑠 (
𝑀2 + 𝐿2

2 − 𝐾2

2𝑀𝐿2

) + 𝑎𝑡𝑎𝑛2(𝑁, 𝑧𝑤 − 𝐿1) 

𝜃3 = 𝑎𝑐𝑜𝑠 (
𝑀2 + 𝐿2

2 − 𝐾2

2𝐾𝐿2

) + +𝑎𝑡𝑎𝑛2(𝑎2, 𝐿3) 

𝜃4 = 𝑎𝑡𝑎𝑛2(𝑻0
6(2,3)𝑐1 − 𝑻0

6(1,3)𝑠1, 𝑻0
6(1,3)𝑐23 + 𝑻0

6(2,3)𝑐23𝑠1 − 𝑻0
6(3,3)𝑠23) 

𝜃5 = 𝑎𝑡𝑎𝑛2(√1 − 𝐻2 , 𝐻) 

𝜃6 = 𝑎𝑡𝑎𝑛2(𝑻0
6(1,2)𝑠23𝑐1 − 𝑻0

6(2,2)𝑠1𝑠23 + 𝑻0
6(3,2)𝑐23, − 𝑻0

6(1,1)𝑠23𝑐1

− 𝑻0
6(2,1)𝑠23𝑠1 − 𝑻0

6(3,1)𝑐23) 

where 

𝑁 = √𝑥𝑤
2 + 𝑦𝑤

2   

𝑀 = √𝑁2 + (𝑧𝑤
2 − 𝐿1)2 

𝐾 = √𝑎2
2 + 𝐿3

2  

𝐻 = (𝑻0
6(1,3)𝑠23𝑐1 + 𝑻0

6(2,3)𝑠23𝑠1 − 𝑻0
6(3,3)𝑐23) 

A new Matlab-based program called LabanRobot was developed and used to write 

Labanotation for an industrial robot [33]. The user interface of LabanRobot is 

shown in Fig. 8. The choreographer can easily select the dance sequence, thinking 

about the geometry of the motion only, and imagining the robot as a human arm. 

The choreographer does not need to have any prior knowledge about the robot. 

They can design a dance using the interface and clicking on the rhythm and level 

boxes. The program plans the trajectory of the specified geometry. 

The notation used in LabanRobot is different from traditional Labanotation. There 

are five levels, as an extra ‘extension level’ was added. The extension level, 

depending on the motion, is expressed with vertical or horizontal bars. Traditional 

Labanotation uses longer symbols for movements of longer duration, whereas 

LabanRobot does so with different colors. Rhythm is also represented by color. 

Using colors makes the script shorter.  

The choreographer has to select the attributes of each movement: the rhythm 

(slow, medium, fast), the height or the level (low, medium-low, medium, medium-

high, high), the extension (in, medium-in, medium, medium-out, out) and the 

direction. Next the movement is added to the dance sequence. The choreographer 

repeats this procedure for each movement in the sequence. Finally, the whole 

sequence is converted to a program by pressing the button ‘Create Robot 

Program.’ 
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Figure 8 

The user interface of LabanRobot 

In Table 3, various heights and extensions are shown. The height of the end 

effector is designated by horizontal bars. The more bars, the higher the effector 

from the base. The extension is denoted by vertical bars. The more bars, the 

farther extended from the base. 

The color codes indicate speed. Red is high speed, which is 70% of the robot’s 

maximum acceleration. Green is medium speed, which is 40% of its maximum 

acceleration. Blue is low speed, which is 20% of its maximum acceleration. 

Table 4 shows an example dance sequence to accompany the song Mi Chica sang 

by Sarbel [34]. The sequence consists of 12 steps. For each step, there are three 

rows. The first row shows the simulation result, the second shows the dance with 

the humans, and the third uses the extended Labanotation proposed in this paper. 

Conclusions 

An extended Labanotation for an industrial robot arm was developed herein. The 

notation is simpler than the original Labanotation, yet very effective. The height 

and the extension information were added to the traditional notation to increase 

smoothness and effect. The color codes were added to simplify notation of 

rhythm. The new program, LabanRobot, has a user-friendly and easy-to-use 

interface, where a choreographer can design a complete dance sequence with no 

prior knowledge of the robot. 
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Table 3 

Example for levels and extension levels 

Height 

or 

level 

 Extension   

1 

 

 

1 

 

 

2 

 

 

2 

 

 

3 

 

 

3 

 

 

4 

 

 

4 

 

 

5 

 

 

5 

 

 

This research is unique in the sense that there is no other example of programming 

a dance for an industrial robot. 

The algorithm was tested on an industrial robot on stage. The results were 

satisfactory. The next step of this research is to use the extended Labanotation on 

a multi-robot system and investigate human–robot interaction. 
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Table 4 

Dance sequence for RV-7FL robot with the Mi Chica song sang by Sabel 
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