Fault Detection of a Wind Turbine's Gearbox, based on Power Curve Modeling and an on-line Statistical Change Detection Algorithm
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Abstract: An early model-based fault detection was developed, based on the wind turbine's power curve to detect the degradation (faults) in gearbox efficiency, resulted from the existing mechanical losses (torque losses) through the low-speed shaft and the high-speed shaft, then to assist in implementing predictive maintenance strategy. The detection was performed on two levels: the first level represents a slight and progressive degradation in the gearbox efficiency. The other one represents a radical (abrupt) degradation in the efficiency. Artificial SCADA data for different measurements (wind speed and active power) in both fault-free and faulty operating modes were generated using a FAST-NREL simulator. The wind turbine power curves' parameters were estimated, then power residuals were generated from each power point. Finally, an on-line CUSUM statistical change detection algorithm was used to evaluate and detect small changes in power residuals generated from the model. The presented fault detection system successfully detected faults in both detection levels under realistic wind turbulence and with a fault magnitude of 2% efficiency degradation for the progressive degradation level.
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1 Introduction

Currently, wind energy is one of the primary renewable energy sources used to generate electrical power. Experts expect that more than 355 Gigawatts of new capacity will be added between 2020 and 2024 [1]. This energy source plays a key role in reducing the harmful effects of other, traditional electrical power generation methods, such as, fossil fuels, coal and natural gas, which contribute to global warming and have increased the levels atmospheric carbon dioxide (CO2) [2].
Electricity generation using wind and wind turbines, is considered to be one of the cleanest, environmentally friendly, electricity generation methods, accepted by society and has numerous competitive economic advantages [3] [2]. The efficiency of the power generation from a Wind Turbine (WT) could be increased by better controlling the wind turbine's operations, according to the information related to wind state changes and the turbine location [4].

The wind energy conversion system is known as a Wind Turbine. A wind turbine can be defined as "a rotating mechanical device that converts wind kinetic energy to practical mechanical energy, resulting in electricity production" [5]. Wind turbines have two common types; horizontal axis wind turbines (HAWT) and vertical axis wind turbines (VAWT) [6] [7]. According to [6], the most used design is HAWT, for which the axis of rotation is parallel to the ground's surface, as shown in Figure 1.

![Figure 1](image)

**Figure 1**

HAWT main components

The main goal of this research is to develop an early, model-based, fault detection method and to monitor the performance degradation of WTs (faults through the gearbox) based on the WT's power curve, using artificial (simulated) supervisory control and data acquisition (SCADA) data (typically sampled at low frequency). This performance degradation (power loss) is typically due to the degradation in the Gear Box Efficiency (GBoxEff) resulted from the existing mechanical losses (torque losses) through the low-speed shaft (LSS) and the high-speed shaft (HSS). This model can be enhanced by a successful implementation of a predictive maintenance strategy, to reduce the associated maintenance costs and produce better maintenance planning and scheduling activities.
A polynomial model and the least-squares algorithm for polynomial parameters estimation were used as a model structure. Model-based fault detection was performed for the power residual generated from the model and using residuals' evaluation modules, based on CUSUM statistical change detection algorithm and for two different levels of gearbox efficiency degradation. The first degradation level was for a progressive (slight) degradation in GBoxEff, and the other level represented a radical or abrupt degradation in the efficiency.

2 Literature Review

According to Tchakoua et al. [8], the operations and maintenance (O&M) costs of wind turbines farm are supposed to be higher than the traditional power generation methods due to the remote locations of such farms, the bad weather conditions, and other variables. Thus, the development of fault diagnosis systems to provide an early warning of faults and prediction, with health condition monitoring systems, are needed to reduce the O&M costs [9].

Most of the research papers focused on condition monitoring systems (CMS) tools to diagnose faults and monitor the health of wind turbines, which include "sensors, signal acquisition, and processing software, cabling and installations that gives continuous information about the monitored component condition" [5]. CMS is used in offshore wind turbines, especially, to monitor the most critical components in the WT system, such as gearbox, generator, rotor blades, and yaw actuator [5] [8]. To determine the portion of each the WT components, out of the total number of failures that occurred, Hahn et al. [10] reported a survey of 1500 WTs over a period of 15 years that indicated five component groups, "electrical system, control system, hydraulic system, sensors, and rotor blades" are responsible for 67% of the failures that occurred.

Different data analysis and data mining algorithms such as Fuzzy logic, artificial neural network (ANN), support vector machine (SVM), neural network, and deep belief networks were used in many research works to detect/predict the faults and to monitor the health conditions of the WTs [11-15].

In order to develop a WT's CMS, we need data to validate the model; in modern WTs, SCADA data systems are commonly used [16]. SCADA systems for data analysis of WTs condition monitoring (CM) are cost-effective, reliable, and practical [17]. The principle of a SCADA system is based on collecting extensive information from key WT subassemblies using sensors installed on the WT [8]. The operational data of a WT usually indicate either the WT status or measurement signals, such as wind speed, temperature, power, and current, which reflect the real-time condition of the WT components. By analyzing the SCADA data, these signals and the different relationships between them can be observed, and the condition (health) of the WT can be concluded [18]. Tao et al.
[19] used an efficient SCADA data mining method to detect anomalies of the wind turbines using combinations of data pre-processing algorithms such as grey correlation algorithm to extract the eigenvectors of the monitored data. Support vector regression (SVR) parameters were optimized through the genetic algorithm and cross-validation method, resulting in a high precision fault prediction model.

Similarly, Corley et al. [20] predicted the anomalies from measured SCADA data in wind turbine gearboxes using combined thermal modeling and machine learning method.

In Schlechtingen et al. [21] [22], a wind turbine condition monitoring (WTCM) system based on SCADA data, using normal behavior models and adaptive neuro-fuzzy inference systems (ANFIS) was presented. It is worth mentioning that it is difficult to detect a fault from raw SCADA data without using an appropriate data analysis tool [22]. Another research work by Yang et al. [23] focused on developing a cost-effective and reliable CM (technique) for WT blades and drivers through the interpretation of SCADA data collected from a farm of WTs. In Zaher et al. [24] and Zhang and Wang [25], different techniques for anomaly detection in WTs based on SCADA data using an ANN were used. The results indicated that the proposed techniques for SCADA data interpretation could identify the early faults and give a WT performance assessment to give the system's operator sufficient time to make the needed decisions concerning the machine maintenance process.

Similarly, Godwin and Matthews [26] proposed a data-driven system to classify the faults associated with WT pitch through SCADA data. Data were collected from 8 WTs every 10 minutes over a period of 28 months. Another research work of Kusiak and Li [27] used many data mining algorithms to develop a fault detection and identification (FDI) system including many WT's components; fault data were obtained by SCADA data system, and fault prediction was applied through 3 levels, which include fault-no fault prediction, fault classification into categories and prediction of specific types of faults; fault prediction model in this study was developed using different types of data mining algorithms including, the Neural Network (NN), the Standard Classification and Regression Tree (CART), the Boosting Tree Algorithm (BTA), and the Support Vector Machine (SVM). Likewise, Yuan et al. [9] presented a wind turbine gearbox fault prediction approach based on SCADA data. The normal conditions of the WT were modeled using a stacking model consisted of Random Forest (RF), Gradient Boosting Decision Tree (GBDT), and Extreme Gradient Boosting (XGBOOST). The Mahalanobis distance (MD) method instead of the residual generation was used to measure the deviation of the current conditions from the normal conditions of the turbines. Lastly, a change-point detection algorithm based on cumulative summation (CUSUM) was used to predict the resulted faults.
Likewise, Borchersen and Kinnaert [28] proposed and tested an early model-based fault detection for the cooling system of WT's generator. In this study, the model parameters were estimated on-line using an extended Kalman filter, and then residuals were evaluated by CUSUM statistical change detection algorithm in order to detect the small faults. Another related research by Pujol-Vazquez et al. [29] developed an innovative approach to detect faults in the WT's pitch actuator system based on the interval observer framework theory, which has been proved to be an efficient method to measure the uncertainties in dynamic systems.

In general, fault detection based on SCADA data can be conducted using different modeling and analysis techniques as presented in the previous works.

3 Proposed Fault Detection Framework

Figure 2 below presents the overall framework used to detect/predict the gearbox faults in different efficiency degradation levels. It is composed of three main phases. The first phase is the Artificial SCADA data simulation/generation, in which SCADA data for different meteorological and mechanical conditions are simulated, then raw SCADA points are generated. The second phase is the modeling phase. It contains (i) the data pre-processing where outlying and unnecessary data are filtered from the raw SCADA data; (ii) the power curve construction that is based on the generated power and wind speed; and (iii) the parameters estimation that uses an appropriate regression method. Through the application phase, power residuals are generated based on the healthy and faulty processed SCADA data and for different levels of gearbox efficiency degradation. Then, the estimated model is partially validated based on the least mean squared error. Finally, the change-point detection based on CUSUM algorithm (recursive form) is applied to implement the fault detection/prediction model.
3.1 Artificial SCADA Data Simulation

3.1.1 The Wind Turbine Simulator

The wind turbine simulator used in this research consisted of a set of codes that were developed by NREL (USA Government based, National Renewable Energy Laboratory). For example, the AeroDyn code conducts aerodynamic calculations while the FAST code conducting the aeroelastic simulation. Both together simulate the wind turbine's mechanical behavior. The control scheme of all operations of the wind turbine has been added to the aforementioned two codes through SIMULINK in MATLAB. The needed wind input files to AeroDyn and FAST codes were modeled and generated through TurbSim software depending on the required input parameters such as mean wind speed ad turbulence intensity (TI) [30-32].

3.1.2 Simulation Basic Characteristics

For the simulation process, meteorological conditions were set as illustrated in Table 1. Table 2 shows the main control parameters used during the simulations.

<table>
<thead>
<tr>
<th>Turbulence Model</th>
<th>IECVKM=Kaimal</th>
</tr>
</thead>
<tbody>
<tr>
<td>IEC standard</td>
<td>1-ED2</td>
</tr>
<tr>
<td>Turbulence intensity percent</td>
<td>10-20%</td>
</tr>
<tr>
<td>Wind profile type</td>
<td>Normal</td>
</tr>
</tbody>
</table>
Height of reference wind speed | 84.672 m
---|---
Mean of the wind speed at the reference height | 2-18 m/s
Power law exponent | 0.3

<table>
<thead>
<tr>
<th>Table 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Main simulation control parameters</td>
</tr>
<tr>
<td>Total Run time per point</td>
</tr>
<tr>
<td>Module step time</td>
</tr>
<tr>
<td>Sampling Frequency</td>
</tr>
</tbody>
</table>

### 3.1.3 Artificial SCADA Data Generation

Two training data sets consisting of simulated (artificial) SCADA are required. Fault-free and faulty operating modes are the labels of each training set for different gearbox efficiencies. WT's fault-free (healthy) operating mode means that the WT is assumed to be operated with no mechanical losses (torque losses), being transmitted through the gearbox; thus, the GBoxEff (gearbox efficiency) is set to 100%. While to simulate losses (the faulty operating mode), the WT is assumed to be operated with mechanical losses (torque losses) being transmitted through the gearbox if the GBoxEff is less than 100%. Thus, the GBoxEff is set to 99, 98, 97, and 90% to detect slight and progressive degradation in the efficiency (100-99-98-97% respectively) and radical degradation in the efficiency (100-90% at once). When generating power, the FAST method determines the HSS torque according to equation 1 [30].

\[
HSS\ torque = \frac{LSS\ torque \cdot \text{efficiency}}{\text{gear box ratio}}
\]

When motoring, the FAST method computes the torque on the LSS according to equation 2.

\[
LSS\ torque = \frac{HSS\ torque \cdot \text{gear box ratio}}{\text{efficiency}}
\]

It is worth mentioning that the simulated wind turbine in this research is from the type of "DeWindD6" with 1250 kW rated electrical power.

### 3.1.4 DeWindD6 Power Curve Characteristics

The power curve of DeWindD6 WT is illustrated in Figure 3, which depicts the power curve of DeWindD6 WT and features three key wind speeds.

Where the cut-in wind speed is the wind speed, at which the WT starts generating power, nominal wind speed is the wind speed at which the WT reaches the nominal power output, knowing that it is possible to generate higher power output above the nominal wind speed, but the control system maintains a constant power to limit loads and stresses on WT's blades.
Lastly, the cut-out wind speed is the highest wind speed at which the WT can operate [33].

### 3.2 Data Pre-Processing

The resulted mean wind speed ($w_j$) is a 10 minute average wind speed out of 12 minutes of total run time, where the first two minutes were assumed to be the transient time of the simulated measurement data (i.e., power and wind speed); thus, corresponding data were removed.

### 3.3 Power Curve Construction

For each simulated measurement ($j$), the scalar average wind speed ($w_j$) was calculated according to equation 3.

$$
w_j = \frac{1}{n} \sum_{i=1}^{n} w_i
$$

Where ($w_i$) is the wind speed generated by the simulator with time step 0.005 seconds. The same procedures were used to calculate the corresponding output power ($p$). The power curve consists of primarily two input variables: wind speed and power output. Using FAST-AeroDyn simulator from NREL, and following the simulation characteristics of DeWindD6 WT, raw artificial SCADA data (active power), typically sampled at low frequency: from 30 s to 10 minutes, were generated along with wind speed required to construct the power curve.

According to IEC 61400-1 standard, the wind speed of the power curve is “the undisturbed free-stream wind speed at hub height, normalized for a certain air density” [34]. Once the simulation process was complete, 10 minutes' averages of wind speed and active power were generated for 1000 points for every single GBoxEff percentage.
Figure 4 depicts a sample scatter plot of wind speed characterized by mean wind speed against active power output (i.e., the power curve) for both fault-free (GBoxEff=100%) and faulty operating modes (i.e., GBoxEff=90%).

![Sample of power curve's scatter plot from raw SCADA data for both fault-free and faulty operating modes](image)

**Figure 4**

3.4 **Mathematical Modeling and Parameters Estimation**

To study the system's behavior, we need to generate the system's residuals. The least-squares (LS) algorithm is used to estimate the model that describes the system (wind turbine power curve) and to generate the system's residual in addition to study the behavior of the system according to the obtained artificial SCADA data from FAST-AeroDyn Simulator (experimental data). Likewise, according to the experimental data, a model that describes the system behavior was formulated to explain the experimental data and allowed to make predictions of the future responses of the system (WT power curve). Consequently, systematic procedures were applied to generate the system's residuals preparing for the fault detection test.

**WT's Power Curve Model Formulation**

A parametric model of WT's power curve is chosen to describe the system. Parametric models assume some finite set of parameters ($\theta$), given the parameters, future predictions ($\hat{p}$) which are independent of the experimental data
(p). These parameters are usually collected from a single parameter vector 
\( \theta = [\theta_1 \theta_2 \ldots \theta_n] \) [35].

**WT Power Curve Model Structure**

Polynomial expressions of different orders (degrees) are widely used in many 
works found in the literature [36] to model the WT’s power curve. In this 
research, a polynomial model was used to describe the WT’s power curve as a 
simple empirical model.

Given the power curve of m data pairs of power \((p_1, p_2, \ldots, p_m)\) versus wind 
speed \((w_1, w_2, \ldots, w_m)\), an \(n^{th}\) order polynomial was defined as follows:

\[
\hat{p}(w) = a_1 w^n + a_2 w^{n-1} + \cdots + a_n w + a_{n+1}
\]  
(4)

It is worth mentioning that the fitted model is linear in its parameters.

The main objective is to minimize the least square error between the fitted value 
and the actual value as:

\[
\{a_l\} = \arg \min \sum_{j=1}^{m} \left\{ (p_j - \hat{p}(w_j))^2 \right\}
\]  
(5)

where \(\{a_l\}\) is the set of polynomial coefficients, \(l \in [1; n+1]\).

**Modeling assumptions and parameter estimation**

To fulfill the abovementioned objective, the LS algorithm was used to fit the 
power curve data and generate residual from the fitted polynomial model 
(residual generator). The LS algorithm estimates the coefficients of the model 
(parameters) by minimizing the summation of squares of the residuals.

### 3.5 Power Residuals Generation

Residuals can be calculated as the following:

\[
\hat{p}_i - p_i
\]  
(6)

Where \(r_i\) is the power residual, \(p_i\) is the actual power, and \(\hat{p}_i\) is the estimated 
power based on the power curve model.

Figure 5 depicts a sample of power residuals generated from the estimated 6\(^{th}\)-
degree polynomial model for fault-free operating mode \((k \leq 1000)\) and faulty 
operating mode \((k > 1000)\). In faulty mode, the wind speed is increasing from 2 
m/s to 18 m/s, and then it is reversed from 18 m/s to 2 m/s (to avoid the abrupt 
degradation in wind speed). The right side of the figure (i.e., \(k > 1000\)) shows 
faulty mode with GBoxEff=90% where wind speed is changing from 18 m/s to 2 
m/s.
Note that in the case of the fault-free operating mode ($k \leq 1000$ in Figure 5), the variance of the first 400 points is smaller than the rest. This set of points are located within a low wind speed area in which the residuals have a small magnitude (superimposed). In the case of the faulty operating mode ($k > 1000$ in Figure 5), it is the opposite: the variance of the last 400 points is smaller.

![Figure 5](image)

Sample from the generated residuals - fault-free and 90% GBoxEff faulty mode- time on the x-axis is expressed as the number of samples

### 3.6 Model Validation

The regression model was validated (limited validation within the same data set) by analyzing the goodness of fit of the regression by calculating the mean squared error (MSE) between the actual (experimental) data and the fitted model (measured).

The MSE is a measure of the quality of an estimator, it is always positive, and the smaller value is, the better.

$$MSE = \frac{1}{n} \sum_{i=1}^{n} (p_i - \hat{p}_i)^2$$  \hspace{1cm} (7)

Where $n$ is the number of data points of the power, $p_i$ is the actual power (experimental) and $\hat{p}_i$ is the estimated (measured) power.

The MSE of the fitted polynomial models with order (degree) 3 up to order 6 are illustrated in Table 3, the smaller MSE between the experimental data and the fitting is selected.

Thus, a $6^{th}$-degree polynomial model is the best fit for the experimental data and could be considered an accepted model.
Table 3
Best fit -polynomial degree

<table>
<thead>
<tr>
<th>Fault-free operating mode</th>
<th>Polynomial degree</th>
</tr>
</thead>
<tbody>
<tr>
<td>GBoxEff 100%</td>
<td>3rd</td>
</tr>
<tr>
<td>MSE</td>
<td>1657.3</td>
</tr>
</tbody>
</table>

Figure 6
Superposition of the fault-free residuals in blue and the faulty residuals in red

Power residuals are assumed "approximately" to be normally distributed. The histogram in Figure 6 shows the superposition of the fault-free residuals in blue and the faulty residuals in red.

### 3.7 Mathematical Model of the Identified System

Referring to equation 4, the 6th-degree polynomial model that fit the experimental data of the fault-free operational mode of the WT is considered as the first developed model in this research and described below as a function of wind speed:

\[
\hat{p}(w_i) = 0.0012w_i^6 - 0.0523w_i^5 + 0.7154w_i^4 - 3.0313w_i^3 + 5.3390w_i^2 + 3.2694w_i + 1.2002
\]

(8)

Where: \(\hat{p}(w_i)\) is the measured power, and \(w_i\) is the wind speed.

Figure 7 shows the estimated 6th degree polynomial model.
3.8 Tuned Model toward the Nominal Power Curve

Referring to the manufacturer's nominal power curve (Figure 3), the rated power at the nominal wind speed (12.5 m/s) should be a constant.

Thus, a new (tuned) power curve model depicted in Figure 8 is formulated to be more consistent with the manufacturer's nominal power curve at power limitation or constant power region (see region C in Figure 3).

To achieve this, a non-linear optimization fit was performed through constrained function minimization, as depicted in Figure 8. The polynomial coefficients can be determined as follows:

\[
\{a_l\} = \min \sum_{i=1}^{608} (p_i - \hat{p}(w_i))^2
\]

Subject to:

\[
\hat{p}(12.5) = P_r
\]

where \(\{a_l\}\) is the set of polynomial coefficients, \(l \in [1; 7]\), and \(P_r\) is the rated power.

The optimization problem in (9) was simplified using a penalty function to convert the constrained problem into an unconstrained problem. The general technique is to add a component to the objective function that produces a high cost if the constraint is violated, as is indicated in equation (10).
\[ \{a_i\} = \min_{i=1}^{608} \sum (p_i - \hat{p}(w_i))^2 + \lambda |P_r - \bar{p}(12.5)| \]  

Where \(\lambda\) is the penalty coefficient, and point \(i=608\) is the corresponding point of the fault-free mode in which the wind speed \(w_i\) is equal to 12.5 m/s where the constant power generation (region C) starts.

4 Fault Detection: CUSUM Statistical Change Detection Algorithm

The generated residuals are evaluated using an on-line CUSUM statistical change detection algorithm to perform the fault detection (performance degradation).

4.1 Residual Evaluation

The general purpose of a cumulative summation (CUSUM) test is to test two hypotheses, \(\mathcal{H}_0\) and \(\mathcal{H}_1\), against each other to determine which of them describes the data. In our study, \(\mathcal{H}_0\) and \(\mathcal{H}_1\) represent the fault-free and faulty operating modes, respectively.

In order to detect small changes in the power residuals, the CUSUM statistical change detection algorithm was used for every single power residual point.
The power residuals vector was not evaluated at once due to the changes in the off-diagonal values of the residual covariance matrix, which are changing significantly over time; thus, the matrix should be updated continuously. To avoid this, positive change detection in the residuals' mean was applied using the CUSUM algorithm for each power residual component [28].

We have a scalar set of power residuals \( \{r(1), \ldots, r(k)\} \):

Assuming that the power residuals approximately follow a Gaussian (normal) distribution, and the probability distribution function is:

\[
p_{\mu}(z) = \frac{1}{\sigma\sqrt{2\pi}} \exp\left(-\frac{(r-\mu)^2}{2\sigma^2}\right)
\]  

(10)

The hypotheses are as the following:

\( \mathcal{H}_0: r(i) \sim \mathcal{N}(\mu_0, \sigma^2) \) for \( i = (1, \ldots, k) \)

\( \mathcal{H}_1: r(i) \sim \mathcal{N}(\mu_0, \sigma^2) \) for \( i = (1, \ldots, k_0) \), \( r(i) \sim \mathcal{N}(\mu_1, \sigma^2) \) for \( i = (k_0, \ldots, k) \)

Where:

- \( k_0 \) is the unknown change time
- \( \mu_0 \) and \( \mu_1 \) are the residual means before and after the possible change

The corresponding log-likelihood ratio \( s(i) \) for detecting a change in the residual mean from \( \mu_0 \) and \( \mu_1 \) can be calculated as the following:

\[
s(i) = \frac{\mu_1 - \mu_0}{\sigma^2} \left( r(i) - \frac{\mu_1 + \mu_0}{2} \right)
\]  

(11)

Where \( \beta = \mu_1 - \mu_0 \) is the change in the mean and \( b = \frac{\mu_1 - \mu_0}{\sigma} \) is the signal-to-noise ratio.

Figure 9 depicts (radical degradation at gearbox efficiency) the corresponding log-likelihood ratio \( s(i) \) for the residuals with \( \mu_0 = 0.0043 \) before \( k=1000 \), \( \mu_1 = -34.146 \) after \( k=1000 \), \( \sigma = 25.5353 \) calculated from equation (12).

Note that the typical behavior of the log-likelihood ratio \( s(i) \) shows a negative drift before the change (before \( k=1000 \)), and a positive drift after the change (after \( k=1000 \)) as depicted in Figure 9.
Log-Likelihood ratio of the residuals (residuals realization), radical GBoxEff degradation, time on the x-axis is expressed as the number of samples.

The recursive form of the CUSUM algorithm is an efficient and practical way to implement the CUSUM algorithm. Depending on the fact that the threshold 'h' is always positive, only the contributions to the cumulative sum that add up to a positive number must be considered to determine the decision function [37].

The recursive calculation of the decision function is as the following:

\[ g(k) = \max(0, g(k-1) + s(k)) \]  

And the alarm function is:

\[ d(k) = \begin{cases} 1, & \text{if } g(k) > h \\ 0, & \text{otherwise} \end{cases} \]  

The recursive CUSUM test was implemented on the residuals’ sets and on two levels; level one represents the progressive (slight) degradation in gearbox efficiency (GBoxEff: 100-99-98-97% respectively), and the other level represents the radical degradation in gearbox efficiency (GBoxEff: 100-90% at once).

A user-defined threshold was defined to avoid or reduce the false alarm and missed detection due to the variations of the parameters. The user-defined threshold needs to consider the maximum magnitudes of residuals under the fault-free test. It is defined as follows:

\[ h = 1.5 \times \max(g(k) \text{ before } k = 1000) \]  

Where \( \mu_1 \) is the average of the means for faulty modes (99.98 and 97%).

The stopping time (also called alarm time) \( k_a \), is the time instant at which \( g(k) \) crosses the user-defined positive threshold \( h \):

\[ k_a = \min\{k : g(k) \geq h\} \]
The fault occurrence time $k_0$, can be estimated as the time instant $\hat{k}_0$ at which $S(k)$ has changed from a negative to a positive slope. It is formally expressed as:

$$\hat{k}_0 = k_a - N(k_a)$$

(16)

Where $N(k)$ is the number of successive observations for which the decision function remains strictly positive.

$$N(k) = N(k - 1)1_{[g(k-1)>0]} + 1$$

(17)

where $1\{x\}$ is the indicator of event $x$, namely, $1\{x\} = 1$ when $x$ is true, and $1\{x\} = 0$ otherwise.

In equation (14), if $g(k) > h$, an alarm is issued, and an estimate of the change occurrence time $\hat{k}_0$ is provided by equation (17), and the decision function is re-initialized to 0.

The re-initialization after an alarm allowed us to check whether the change in the mean persists as time elapses or not. The result is a sequence of alarm time instants $k_a$ and estimated change occurrence times $\hat{k}_0$ for increasing time horizon $k$.

Figures 10 and 11 below depict the evolution of the recursive CUSUM decision function with re-initialization when an alarm has been issued for the radical and progressive degradation with $\mu_0$ before $k=1000$, and with $\mu_1$ after $k=1000$.

![Evolution of the recursive CUSUM decision functions with re-initialization (radical degradation, GBoxEff=100-90%), time on the x-axis is expressed as the number of samples](image-url)
For the case of radical gearbox efficiency degradation; from equation (16), the stop alarm is \( k_a = 1009 \), while from equations (17) and (18), the fault occurrence time estimate is \( \hat{k}_0 = 986 \).

In Figure 10, it can be seen that there is a regular cross of the threshold started from \( k = 1235 \), due to the relatively large signal-to-noise ratio; this indicates that a permanent failure has occurred.

![Graph showing evolutionary of the recursive CUSUM decision functions with re-initialization](image)

Figure 11

Evolution of the recursive CUSUM decision functions with re-initialization (progressive degradation, GBoxEff=100-99-98-97%), time on the x-axis is expressed as the number of samples

The threshold value \( h \) is calculated for each case according to equation (15).

Similarly, for the level of progressive gearbox efficiency degradation, the stop alarm is \( k_a = 2397 \), while the fault occurrence time estimate is \( \hat{k}_0 = 1524 \). There is no regular cross of the threshold because the signal-to-noise ratio is small; accordingly, the algorithm needs more time for the detection.

As shown in Figures 10 and 11, the CUSUM of the log-likelihood ratio is increasing during the fault occurrence. A more increment (higher slope) indicates a larger fault magnitude presence (larger percent of degradation in GBoxEff). At the time when GBoxEff changed from fault-free mode to faulty mode, i.e., \( k = 1000 \), there is a detection time delay; this delay may occur due to the value of threshold \( h \).

Detection time delay is expressed as the number of samples; for the radical GBoxEff degradation, it is 9, while for progressive GBoxEff degradation, it is 1397. This could be interpreted by a high value of threshold \( h \). At the same time, if we set the threshold to a lower value, there may be issues of false alarms. It indicates that there is a trade-off between false alarms and detection time.
From Figures 10 and 11 it can be concluded that the larger the fault (larger percent of degradation in GBoxEff), the shorter the detection time.

**Conclusions and Future Work**

In this research, an early fault detection model for the Wind Turbine gearbox, was presented. The power residuals of the model were assumed to be normally distributed; the small deviations residuals should not affect the detection. As found in the literature, the CUSUM algorithm has high robustness to non-normality, and it is effective in detecting the changes in all sizes, even in highly skewed and heavy-tailed process distributions. The results of power residuals’ evaluation using the CUSUM algorithm have been observed for the estimated model and all degradation levels. For progressive GBoxEff degradation level, the developed fault detection system was able to detect a fault magnitude of 2% under realistic wind turbulence. For the radical degradation level, the fault detection time was shorter than the progressive degradation, the larger the fault, the shorter the detection time.

Thus, it can be concluded that the artificial SCADA data simulated by FAST_NREL, could be used as an efficient source of measurements with the absence of well-documented real SCADA data to study the behavior of a specific component of WT and to perform model-based fault detection, then to help to understand the fault effects. This allows better planning for maintenance activities and gives a better opportunity to implement a predictive maintenance strategy, that can result in the reduction of maintenance costs and increase the reliability of the WT.

This work was validated for one fault type, and one fault indicator was analyzed in the gearbox based on the power curve. This can be used as a framework in the future, to develop a model-based fault detection in WT's gearbox and to include other fault indicators, which could affect the WT's performance and predict, for instance, the remaining useful life (RUL) of the gearbox component, as a fault indicator. Further work can be done by considering a full fault diagnosis study, that includes, fault detection, isolation and estimation. In addition, the proposed model can be validated and the efficiency can be tested on real SCADA data. Moreover, as future work, power curve parameters and fault detection could be predicted using machine learning algorithms, such as ANN, for more prediction accuracy when dealing with a large amount of data or more complex systems. As a result, full implementation of a predictive maintenance strategy, could be carried out, based on this research, aimed at the development of even better maintenance planning and any associated scheduling activities.
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