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Abstract: This study presents an upgrade to our previously published algorithm for the 

detection of Epilepsy. The upgrade in the old algorithm, which was based on wavelet 

transform (WT) for feature extraction, and Adaptive Neuro-Fuzzy Inference System 

(ANFIS) for classification, is made by using Principal Component Analysis (PCA) in order 

to reduce the number of features used, for the training the ANFIS network. In order to make 

a comparison of the old and the upgraded algorithm with PCA, i.e. evaluating both 

algorithms, in terms of training performance and classification accuracies, comparative 

analysis of the both algorithms was made, when using different data splitting methods, and 

different input space partitioning methods. It was concluded that the upgraded algorithm 

exhibits a satisfactory performance, and in some cases, performs better than the old 

algorithm, even though the number of features is significantly reduced (from 20 to 7), 

which plays a crucial role in making the new algorithm more resistant to overfitting. 
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1 Introduction 

Epilepsy is chronic brain disorder, characterized by seizures, which can affect any 

person, at any age. It is characterized by recurrent convulsions over a time-period. 

Clinical diagnosis of epilepsy requires detailed history and neurological 

examinations [1]. There are many techniques to investigate the recurrent epileptic 

convulsions (namely, Computer Tomography-CT, Magnetic Resonance Imaging-

MRI and Electroencephalogram-EEG). As it is stated in [1], the most common 

effective diagnostic method for the detection of epilepsy is the analysis of EEG 

signals, which can be based on different types of approaches [14] [26] [27]. 
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Although it is possible for experienced neurophysiologist to detect the epilepsy by 

visually scanning of the EEG signals, for a more objective analysis and 

reproducible results, it is always advantageous to detect these activities from the 

EEG signals through some computer methods by extracting relevant features from 

the signals [1] [26] [27]. In order to solve this, there are many proposed 

methodologies. In general, all of the techniques consist of several steps, i.e. from 

data preprocessing, as the first step, feature extraction as a second step and to 

classification, as a third step. 

In the first step, EEG signal de-noising is done, and it can be based using 

conventional filtering methods [8] [9], or filtering through wavelet analysis [11], 

[25]. For the second step (feature extraction), there are many, different methods 

(based on frequency domain analysis, or time domain analysis, or both), whereas 

the results of the studies in the literature have demonstrated that the WT is the 

most promising method to extract relevant features from the EEG signals [26], 

[27] [13]. For the final step there are also different ways for classifying the EEG 

signals [26], (feature extraction using genetic algorithms [28], the wavelet-based 

support vector machine (SVM) classifier [29], wavelet-based feed forward 

artificial neural network-FFANN [23] [24], fuzzy rule-based detection [30], 

Adaptive Neuro-Fuzzy Inference System (ANFIS) [13] [14] [7] [2], and many 

others). 

In our previous study [2] and [3] an algorithm for classification of EEG signals 

was proposed, that combines Finite Impulse Response (FIR) filtering for artefact 

removal [8] [9] [7], WT for feature extraction [12] [13] [14] [26] [27], and ANFIS 

for classification [12] [13] [14]. ANFIS model learns how to classify the EEG 

signal, through the standard hybrid learning algorithm, whereas a special form of 

ANFIS model was used, which depending on the number of inputs, splits the 

model into appropriate number of substructures (sub-ANFIS models). 

This study is a continuation of the study reported in [2] and [3], whereas in order 

to reduce the number of features in the old algorithm ([2] and [3]) an upgrade to 

the algorithm was made, introducing PCA. The researchers in [4] [5] [6] have also 

applied PCA to classify the epileptic EEG signals, using this time domain method 

to reduce the large number of data and select the most important components as 

feature vectors. The main difference of this papers with our study is that 

researchers in [4] used SVM based classification on EEG signals, whereas the 

researchers in [5] used EEG signal decomposition with the Wavelet Packet 

Decomposition (WPD) method, and the classification was obtained with the 

Gaussian Mixture Model (GMM) classifier and lastly, researchers in [6] have 

tested several classifiers, namely the K-Nearest Neighbor (KNN), SVM, the naive 

bayes (NB) classifier and the LDA method. 

As the proposed algorithm in [2] [3] had a good performance in comparison to the 

several similar algorithms from different researchers [23] [24] [7] [14], in this 

study a comparison analysis of the old [2] [3]) and the upgraded algorithm was 
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made, i.e. evaluating the both algorithms in terms of training performance and 

classification accuracies. The comparative analysis of the both algorithms was 

made using different data splitting methods, and different input space partitioning 

methods. Firstly, an initial simulation comparison analysis of the both algorithms 

over the grid partitioning method [15] was made, by dividing the dataset into 

various ways (using 70%-30% and 50%-50% ratio of the training and testing 

dataset, and using K-Fold cross validation technique) [19]. The second 

comparative analysis was made by analyzing the old and the upgraded algorithm, 

through different input space partitioning methods (grid partitioning versus fuzzy 

c-means clustering, versus subtractive clustering) [15] [16] [20]. It was concluded 

that the new algorithm has satisfactory performance, and in some cases performs 

even better than the old algorithm. Nevertheless, due to the reduced number of 

features (from 20 to 7), used for training the ANFIS network, the upgraded 

algorithm is much more resistant to overfitting. 

This paper is organized as follows. In Section 2 the upgraded algorithm for 

epilepsy detection using PCA is presented. In Section 3 a comparative analysis for 

the influence of the training and testing data was made, both for the old and the 

upgraded algorithm, whereas in Section 4 the comparative analysis of the both 

algorithms using different types of input space partitioning methods was made. 

Finally, the study is summarized giving the necessary conclusions. 

2 Upgrade of the Algorithm for Epilepsy Detection 

with Fuzzy-Neural Network using PCA 

This work is a continuation of our previous work, published in [2] and [3], where 

the algorithm for detection of epilepsy with fuzzy-neural networks was presented. 

Here, except giving the short insight in the basic algorithm, presented in [2], and 

[3], an upgrade of the algorithm is introduced, using PCA method, in order to 

make further reduction of the used features. For the purpose of comparison on 

how different factors influence the system performance (both, when the old and 

the upgraded algorithm with PCA is used) bellow the old algorithm [2] [3], and 

the upgraded one are presented. 

The algorithm for epilepsy detection with fuzzy-neural networks for classification 

of EEG signals [2] and [3], consists of three main steps (Figure 1-a)): 

1) Filtering of the EEG signals, with FIR filter 

2) Feature extraction and dimensionality reduction, with discrete 

wavelet transform (DWT) 

3) Classification, using ANFIS 
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b) 

Figure 1 

a) Data flow for the algorithm in [2], and [3], and b) Data flow for the upgraded algorithm, using PCA 

whereas the upgraded algorithm in this study consists of one additional step, 

which implies the four following steps (Figure 1-b) and Figure 2): 

1) Filtering of the EEG signals, with FIR filter 

2) Feature extraction and dimensionality reduction, with DWT 

3) Using PCA, for additional dimensionality reduction 

4) Classification, using ANFIS 
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Figure 2 

Detailed analysis for the overall upgraded algorithm from Figure 1-b) 

Below we present a brief introduction for the used methodologies in the upgraded 

algorithm. 
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2.1 Input Data and De-noising of the EEG Signals 

One of the major difficulties in analysis of EEG signals is the presence of artefacts 

[2] [7]. This disturbance represents serious obstructing factor that prohibits further 

processing to identify useful diagnostic features [2] [7]. 

In our case, as a first step in the upgraded algorithm (also in the old one, presented 

in [2] [3]), the band-pass FIR filter with the Hamming windowing method [8] [9] 

is used. The FIR filter is defined by two cutoff frequencies (in case of band-pass 

filtering), stopband attenuations and passband attenuation. The overall band of 

frequencies is defined by the Nyquist frequency, i.e. Fs/2 [8]. In our case, we used 

1 Hz and 60 Hz, respectively. Below 1 Hz are the artefacts that are coming from 

the human body, and above 60 Hz is the power line noise [11]. 

The EEG data in this study was taken from the database of the university hospital 

in Bonn, Germany [10]. It consists of EEG signals that are recorded from three 

different events, namely, healthy subjects, epileptic subjects during seizure-free 

intervals (known as Interictal States) and epileptic subjects during a seizure (Ictal 

States). 

The overall data consists of five subsets namely, O, Z, F, N and S. Set O and Z 

were obtained from healthy subjects with eyes open and closed respectively, sets F 

(epileptogenic zone) and N (hippocampal formation of the opposite hemisphere of 

the brain) were obtained during Interictal States in different zones of the brain and 

set S was taken from subjects during ictal state. Each subset contains 100 

segments along with 4097 samples with sampling frequency of 173.61 Hz, each 

with duration of 23.6 seconds. We restrict ourselves to subsets S and Z, where the 

subset S denotes for epileptic subjects during epilepsy, whereas subset Z denotes 

for healthy subjects with eyes open. The dimension of our dataset is 200 segments 

by 4097 samples [10]. 

2.2 The use of Discrete Wavelet Transform for Feature 

Extraction 

As a second step in the upgraded algorithm (also in the old one, presented in [2] 

[3], the DWT is used, which analyses the signal at different frequency bands, with 

different resolutions, in terms of approximation and detail coefficients [12] [27]. 

The DWT is used for feature extraction [13] [14] where each EEG signal is 

decomposed into 4 levels, resulting in 4 detail coefficients and one final 

approximation coefficient. They are related to the EEG sub-bands, namely, α, β, γ, 

δ and θ [14]. After the DWT procedure, the dimension of the initial dataset was 

reduced. In [2], the wavelet coefficients were calculated using Daubechies 

wavelets of order 2 (db2) in MATLAB [17], whereas in [3] a comparative analysis 

of the influence of different wavelet families to the overall performance of the 
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system was made. As in [3], we concluded that Daubechies wavelets of order 2 

(db2) gave the most satisfactory results, for all the analysis in this study db2 

wavelets are used. 

For further dimensionality reduction, statistics over the extracted wavelet 

coefficients is made, namely, maximum, minimum, mean value and standard 

deviation of the wavelet coefficients [14]. We present the initial dataset into a 

more compact representation, i.e. a dataset with dimensions of 200x20 (4 

statistical measurements x number of extracted coefficients = 20 features for each 

EEG segment). 

2.3 Further Dimensionality Reduction of the Feature Space by 

using the Principal Component Analysis (PCA) Method 

As a third step in the upgraded algorithm (which was not present in the algorithms 

in [2] [3], PCA is used, which out of the given set of features selects the most 

important ones, in what way, further dimensionality reduction is performed. The 

researchers in [4] [5] [6] also applied the PCA to classify the epileptic EEG 

signals. 

In general, PCA is a time domain method which is used to reduce the large 

number of data and select the most important components as feature vectors. Since 

patterns in data can be hard to find in data of high dimensions, where the luxury of 

graphical representation is not available, PCA is a powerful tool for analyzing 

data. The objective is to represent data in a space that best expresses the variation 

in a sum-squared error sense. 

 

Figure 3 

Eigen values for the corresponding features sorted in descending order 

First, the d-dimensional mean vector μ and d × d covariance matrix is computed 

for the full data set. Next, the eigenvectors and eigenvalues are computed, and 

sorted according to decreasing eigenvalue. Subsequently, the largest k such 

eigenvectors are chosen [4]. 
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In this extended version of the algorithm, the PCA method comes after the 

dimensionally reduced space from the DWT. The PCA replaces original features 

with new features, called principal components, which are orthogonal and have 

eigenvectors with adequate eigenvalues. Eigenvalues for the given 20 features are 

shown in decreasing order on Figure 3. 

In order to decide which eigenvector(s) can be dropped without losing too much 

information from the construction of lower-dimensional subspace, inspection of 

the corresponding eigenvalues is made. The eigenvectors with the lowest 

eigenvalues bear the least information about the distribution of the data, and those 

are the ones that can be dropped. The common approach is to rank the eigenvalues 

from highest to lowest in order to choose the top k eigenvectors (as it is shown on 

Figure 3). In order to choose adequate number of principal components, a useful 

measure, a so-called explained variance, is used. The total variance is the sum of 

variances of all individual principal components, so the fraction of variance 

explained by a principal component is the ratio between the variance of the 

principal component and the total variance, as shown on Figure 4. The explained 

variance is a measure of how much information (variance) can be attributed to 

each of the principal components. It is clear that the first principal component 

explains the largest amount of variance (67.66%) compared to other principal 

components. Together, the first seven principal components contain 96.40% of the 

information. According to this, the first 7 principal components as features are 

used, implying reduced dataset of 200 instances by 7 features. Subsequently, those 

7 feature vectors are used as an inputs to the ANFIS model [13] [14]. 

 

Figure 4 

Variance explained for each principal component 

It has to be emphasized that before the PCA, all the columns of the dataset have to 

be normalized within the range from 0 to 1 (Figure 2), in order to achieve stable 

convergence on the weighted factors of the lately used neural network training 

[18]. Min-max normalization is used, i.e. we are normalizing the feature column 
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vectors in the range from 0 to 1, [18] [22]. This method is also called “feature 

scaling”, and represents a preprocessing technique [22]. 

2.4 Adaptive Neuro-Fuzzy Inference System (ANFIS) 

ANFIS is an Adaptive Neural Network (ANN) that is based on a fusion of ideas 

from fuzzy control and neural networks and possesses the advantages of both [15]. 

ANFIS is used as a fourth step in the upgraded algorithm (the third step in the old 

algorithm presented in [2] [3]), in order to make the final classification of the EEG 

patients. 

The ANFIS classifier is trained with the hybrid learning algorithm [12] [14] [15]. 

In the old algorithm [2] [3], the 20 features were used as input patterns which 

represented the EEG signals, and output vector as the 21st column (epileptic 

patients were labelled with ones, and the healthy patients were labelled with zeros) 

which represented the desired response. In this paper only 7 features as an input in 

the ANFIS classifier are used, and the output vector as the 8th column (epileptic 

and healthy patients are also labelled with ones and zeros, respectively). 

In the previous study [2], the ANFIS model used the grid partitioning method [15] 

for input space partitioning, where we presented a way of manipulating 20 inputs 

(with 3 MFs each) by partitioning the ANFIS model on sub-ANFIS models, as 

shown in Figure 6-a), surpassing the major obstacle of the “curse of 

dimensionality” [15]. In the upgraded algorithm simulations with grid partitioning 

method were also performed, but now only 7 inputs have to be manipulated 

(Figure 6-c)). 

3 Comparative Analysis for the Influence of the 

Training and Testing Data, for the previous and 

the Upgraded Algorithm 

In [3] different approaches on dividing the dataset were presented, i.e. how the 

size of the training and testing data influence the accuracy. In order to make a 

comparison on the performance of the old algorithm (that uses 20 features) and the 

upgraded algorithm with PCA (that uses 7 features) bellow 3 splitting methods 

were compared (divided dataset into 70%-30% and 50%-50% ratio, as well as, 

using the splitting method based on cross validation [19]). This initial comparative 

analysis is obtained using grid partitioning method, and use of Gauss MFs [17], as 

this type of MFs gave best results in our previous study [3]. 
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Figure 5 

Comparison of the test set RMSEs over the three data split methods, using grid partitioning, for the old 

and the upgraded algorithm 

When using the conventional splitting methods (70%-30%, or 50%-50% ratio of 

training and testing data, respectively) the data is simply divided into 2 

appropriate sets. On the other hand, the K-Fold cross validation uses different 

approach. 

With K-Fold cross validation, the available data is partitioned into K separate sets 

of approximately equal size [19]. The procedure involves K learning iterations, 

where for every iteration K-1 subsets are used for training, and the remaining set 

is used as the testing data. Every iteration leaves out a different subset, which 

means that each subset is used as test subset only once. In the end, all accuracies 

obtained from each iteration (testing fold) are averaged in order to obtain a 

reliable estimate of the model performance [19]. In our case 3-Fold cross 

validation is used. 

Figure 5 presents the test set Root Mean Square Errors (RMSEs) when using the 

grid partitioning method during 100 epoch period, by applying the three different 

data split methods (70%-30%; 50%-50%; 3-Fold), for the old and the upgraded 

algorithm. 

As can be seen from Figure 5, the lowest RMSEs are obtained in different number 

of epochs during the three partitioning methods. Nevertheless, it is evident that for 

the all three splitting methods, when the upgraded algorithm is used, RMSE values 

are lower than the RMSE values in the old algorithm. This implies that the use of 

PCA has a positive influence on the overall algorithm, when grid partitioning is 

used. 
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4 Influence of the Different Types of Input Space 
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Figure 6 

The structure of the model generated using different input space partitioning methods: a) Grid 

partitioning when the old algorithm with 20 input features is used ([2][3]), b) FCM/Subtractive 

clustering when the old algorithm with 20 input features is used ([2][3], c) Grid partitioning when the 

upgraded algorithm with PCA and 7 input features is used; d) FCM/Subtractive clustering when the 

upgraded algorithm with PCA and 7 input features is used 

This section presents different methods of input space partitioning in the ANFIS 

model and the overall overview is given in Figure 6. In the previous study, 

proposed in [2], only the grid partitioning method as shown in Figure 6-a) is used, 
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where in order to reduce the number of rules, sub-ANFIS models are formed. As it 

is clear from Figure 6-a), sub-ANFIS models from 1 to 6 accept 3 inputs and the 

last sub-ANFIS model accepts 2 inputs. In the study in [3], two new approaches 

for input space partitioning, namely, fuzzy c-means (FCM) clustering and 

subtractive clustering [15] were used. The resulting ANFIS structure in that case is 

shown on Figure 6-b), where all the 20 inputs are passed at once, i.e. the number 

of rules is equal to the number of clusters, thus we do not face the problem called 

“curse of dimensionality” as presented in [2]. In this paper further reduction of the 

number of features (from 20 down to 7 features using PCA) was made, whereas 

the ANFIS input/output structure, when grid partitioning and FCM/Subtractive 

clustering are used is given on Figure6-c) and Figure 6-d), respectively. 

FCM is a data clustering algorithm in which each data point belongs to a cluster to 

a degree specified by a membership grade (i.e. given data point can belong to 

several groups with the degree of membership between 0 and 1). The cluster 

centers are manually specified, where the performance depends on the initial 

cluster centers [15] [20]. 

Subtractive clustering, on the other hand, considers each data point as a potential 

cluster center, where the measure of potential is based on the distance of the data 

point from other data points (a data point located in a mound of different data 

points has a greater chance of being a cluster center) [15] [16]. 

Adequately to Figure 5, Figure 7 and Figure 8, present the test set RMSEs for 

FCM clustering and Subtractive clustering, respectively, using different data split 

methods, when both the old and the upgraded algorithm are used. 2 clusters for 

FCM clustering are used, and 0.8 radius of coverage (influence) for the subtractive 

clustering (for more information of the parameters in these clustering algorithms 

see [15] [17]). In both cases Gauss MFs [17] are used, and db2 wavelets, as this 

parameters gave best results in our previous study [3]. As we can see form Figure 

7 and Figure 8, same as for the grid partitioning method (Figure 5), satisfying 

results are obtained when trained between 40 and 60 epochs approximately (old 

algorithm performs better at about 40 epochs, but the upgraded one needs more 

epochs for training, which is expected as in the upgraded algorithm we use less 

data compared to the old algorithm). 

In the case of FCM clustering (Figure 7), different results are obtained, when the 

old and the upgraded algorithm are used, for the three splitting methods. At the 

beginning, for all the three splitting methods the upgraded algorithm shows worse 

behavior, but as the number of epochs increases this algorithm seams to stabilize 

after 60 epochs and does not show overfitting afterwards [21], as is the case with 

the old algorithm (for 50%-50% splitting method). 
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Figure 7 

RMSE values for FCM clustering for different data split methods 

 

Figure 8 

RMSE values for Subtractive clustering for different data split methods 

In the case of subtractive clustering (Figure 8), we also get different results when 

the old and the upgraded algorithm are used, for the three splitting methods. 

Nevertheless, it is evident that for this type of input space partitioning, the 

upgraded algorithm with PCA shows better results, as after about 45 epochs it is 

stable for all the three types of splitting, and it does not overfit, as is the case with 

the old algorithm. 

In order to conclude the comparisons, in Table 1 and Table 2 test set accuracies of 

the old and the upgraded algorithm are presented for the three different data 

splitting methods, using the three different input space partitioning methods. 

Firstly, we choose to make comparative analysis using 40 training epochs (Table 

1), as for some of the cases, the first algorithm overfits after 40 epochs (Figure 5, 

Figure 7, and Figure 8). On the other hand, as the upgraded algorithm in some of 

the cases needs more than 40 epochs for training, we choose to make comparative 

analysis of the both algorithms using 60 epochs for training (Table 2). 
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Table 1 

Accuracies Obtained for Grid Partitioning, FCM and Subtractive clustering, for the old and the 

upgraded algorithm, when 40 epochs for training are used 

Grid partitioning 70-30% 50-50% 3-Fold 

Filter Wavelet MFs 

type 

Old versus upgraded 

algorithm 

 

FIR db2 
Gauss 

MFs 

Old algorithm from 

[2], and [3]  

95 87 95.51 

Upgraded algorithm 

with PCA 

97.33 89 96.03 

Fuzzy c-means clustering (number of clusters = 2) 70-30% 50-50% 3-Fold 

Filter Wavelet MFs 

type 

Old versus upgraded 

algorithm 

 

FIR db2 
Gauss 

MFs 

Old algorithm from 

[2], and [3]  

98.25 95.41 96.39 

Upgraded algorithm 

with PCA 

83.43 82.21 85.33 

Subtractive clustering (radius of coverage – 

influence = 0.8) 

70-30% 50-50% 3-Fold 

Filter Wavelet MFs 

type 

Old versus upgraded 

algorithm 

 

FIR db2 
Gauss 

MFs 

Old algorithm from 

[2], and [3]  

98.07 99.45 99.59 

Upgraded algorithm 

with PCA 

97.21 93.33 98.22 

Table 2 

Accuracies Obtained for Grid Partitioning, FCM and Subtractive clustering, for the old and the 

upgraded algorithm, when 60 epochs for training are used 

Grid partitioning 70-30% 50-50% 3-Fold 

Filter Wavelet MFs 

type 

Old versus upgraded 

algorithm 

 

FIR db2 
Gauss 

MFs 

Old algorithm from 

[2], and [3]  

98.33 97 92.96 

Upgraded algorithm 

with PCA 

96.67 98 96.53 

Fuzzy c-means clustering (number of clusters = 2) 70-30% 50-50% 3-Fold 

Filter Wavelet MFs 

type 

Old versus upgraded 

algorithm 

 

FIR db2 
Gauss 

MFs 

Old algorithm from 

[2], and [3]  

99.74 90 98.98 

Upgraded algorithm 

with PCA 

98.85 97.93 95.33 
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Subtractive clustering (radius of coverage – 

influence = 0.8) 

70-30% 50-50% 3-Fold 

Filter Wavelet MFs 

type 

Old versus upgraded 

algorithm 

 

FIR db2 
Gauss 

MFs 

Old algorithm from 

[2], and [3]  

92.21 93.33 97.43 

Upgraded algorithm 

with PCA 

99.5 98.63 97.94 

Form Table 1 it is evident that the upgraded algorithm in most of the cases have 

worse performance than the old algorithm, but this is expected, as according to 

Figure 5, Figure 7, and Figure 8, the upgraded algorithm needs more than 40 

epochs for training. On the other hand, the test set accuracies for both algorithms, 

trained with 60 epochs, show better performance in most of the cases for the 

upgraded algorithm. 

It general, it is evident that the upgraded algorithm has satisfactory performance, 

and in some cases performs even better than the old algorithm, although the 

number of features is significantly reduced (from 20 to 7), which also plays a 

crucial role in making the new algorithm more resistant to overfitting. 

As in our previous study [2] [3], the papers are concluded giving comparison of 

different relevant works, that have also used the Bonn database [10], here we 

expand that comparison. The results are shown in Table 2. 

We have to note that the authors in [14], also use WT and ANFIS, but our 

approach differs as we use FIR filtering, as well as normalization. Our approach 

gives similar, or even better results, they have a 98.63% test accuracy of the test 

set Z (healthy), and a 98.25% test accuracy on the test set S (epileptic) patients. 

However, they make 5 class classification, which differs from our 2 class 

classification, for we did not summarize their results in Table 2. 

Table 3 

Comparison between accuracy in this study and other related studies 

Related studies Test set Accuracy (%)  

Old algorithm-Grid Partitioning [2] 98.33 

Old algorithm-FCM [3]  99.74 

Old algorithm-Subtractive clustering [3]  99.59 

Upgraded algorithm with PCA - Grid 

Partitioning 
98 

Upgraded algorithm with PCA – FCM 95.33 

Upgraded algorithm with PCA – 

Subtractive clustering 
99.5 

E.Juarez-FFANN [23] 

(WT and NN, using six features. Several 

filters and wavelets were used, namely, 

93.23 
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Haar, Db2 and Db4, getting 93.23% as 

the highest accuracy) 

I.Overhodzic-Wavelet+NN [24] 

(Wavelet and NN. DWT with 

Multiresolution analysis (MRA), based 

on db4 was used) 

94 

Conclusions 

This paper represents a continuation of our previous work, representing, an 

extension of the previously presented algorithm, reducing the number of used 

features, using PCA. In order to show that the upgraded algorithm performs in a 

similar, or even better method, as related to the old algorithm, several comparative 

analyses were made, comparing the old and the upgraded algorithm for different 

data splitting methods (70%-30%, 50%-50%, and 3-Fold cross validation), and the 

different types of input space partitioning methods (grid partitioning, versus FCM 

clustering, versus subtractive clustering). As in our previous study, it was 

concluded that the combination of db2 wavelets, and the Gauss MFs gave 

satisfactory results, here the comparisons were made using only db2 wavelets and 

Gauss MFs. The comparisons of the accuracies of the old and the upgraded 

algorithm for the different data split methods and the different input space 

partitioning were made both for 40 and 60 epochs, as with the old algorithm, in 

some of the cases, overfits after 40 epochs and 60 epochs seemed a reasonable 

sublimate according the RMSE simulation results. It is well known that size 

reduction methods are preferred, in applications where the number of input 

parameters in the data set is too large [31]. In this sense, the PCA in the upgraded 

algorithm plays a key role, i.e. although it sufficiently reduces the data dimension 

features from 20 to 7, according to the results, the essence of the original data is 

preserved, but the algorithm has a potential of greatly reducing the computational 

costs. 
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