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Abstract: Within the framework of this article, the Staking-ensemble of methods for 

analyzing academic statistics is proposed, which makes it possible to increase the 

effectiveness of implementing academic monitoring tasks. The relevance of the topic is the 

need to develop a distributed information and analytical system that integrates information 

resources and general principles of models and methods of monitoring the infrastructures 

of academic facilities based on education statistics. Education statistics is a system of 

indicators characterizing quantitative and qualitative changes taking place in the field of 

education which makes it possible to obtain information for each level of education on the 

number of educational institutions, the contingent of students, characteristics of the 

internal efficiency of the learning process, data on admission to educational institutions, 

graduation of specialists, quantitative and qualitative characteristics of the teaching staff, 

the state of the material and technical base of educational institutions. The object of the 

study is the system of formation of statistical data in education. The subject of the study are 

the approaches of combining intelligent methods of data analysis. The idea of the work is 

the use of modern methods of data processing in the implementation of academic 

monitoring in order to successfully solve the tasks of the state program for the development 

of education. The goal of the study is to develop an algorithm for Staking-ensemble 

methods for analyzing academic statistics to improve the effectiveness of academic 

monitoring tasks. The scientific novelty of the research is the staking-ensemble for 

analyzing education statistics, which aggregated the following 3 types of intellectual 

models: the Bayes algorithm, the decision tree algorithm, and the neural network.           

The practical importance of the research results lies in the applicability of the proposed 

Staking-ensemble algorithm for solving the problems of information and analytical support 

of management decision-making when tracking the business processes of monitoring, 

controlling and forecasting the state of distributed academic objects at various levels of 

training, management and functioning. 
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Introduction 

Great interest in education in society and the need to make effective management 

decisions aimed at improving the quality of education require the use of prompt 

and reliable information on the state and development trends of the entire 

education system, its analysis and adequate interpretation. To solve this problem, 

it is necessary to use the processing algorithms of the system of indicators 

characterizing the quantitative and qualitative changes taking place in the field of 

education. In this study, it is proposed to apply a combination of the following 

algorithms for intelligent data processing: Bayes algorithm, decision tree 

algorithm and neural network. Education statistics cational statistics is a system of 

indicators characterizing quantitative and qualitative changes taking place in the 

field of education which makes it possible to obtain information for each level of 

education on the number of educational institutions, the contingent of students, 

characteristics of the internal efficiency of the learning process, data on admission 

to educational institutions, graduation of specialists, quantitative and qualitative 

characteristics of the teaching staff, the state of the material and technical base of 

educational institutions [1-4]. These data reflect the state, general assessment, 

trends and dynamics of development, the effectiveness of the education system, 

which are used to determine the effectiveness of its functioning and forecasts 

regarding the prospects for the development of its individual components and 

phenomena, as well as the basis for developing the necessary management 

decisions. In order to improve the efficiency of decision-making in the field of 

education, this study proposes a comprehensive application of methods of 

intellectual processing of educational statistics data. 

In recent years, highly specialized data mining packages have appeared. For such 

packages, orientation to a narrow range of practical problems is often 

characteristic, and their algorithmic basis is a model using a neural network, 

solving trees, limited search, etc. Such developments are substantially limited in 

practical use. First, the approaches inherent in them are not universal with respect 

to the dimensions of the tasks, the type, complexity and structure of the data, the 

magnitude of the noise, the inconsistency of the data, and so on. Secondly, created 

and "tuned" to solve certain problems, they can be completely useless for others. 

Finally, many tasks of interest to a practical user are usually broader than the 

possibilities of a separate approach [5]. 

At the same time, the variety of algorithms for extracting knowledge (Data 

Mining) suggests that there is no one universal method for solving all problems 

[6-8]. In addition, the application of various analysis and modeling tools to the 
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same dataset may have different objectives: either to construct a simplified, 

transparent, easily interpretable model to the detriment of accuracy, or to build a 

more accurate but also more complex, and therefore less interpretive model. 

Thus, one of the urgent tasks of the modern approach to data processing, including 

forecasting, is to find a compromise between indicators such as accuracy, 

complexity and interpretability. Most researchers prefer obtaining more accurate 

results since for the end users the concept of transparency is subjective.             

The accuracy of the results depends on the quality of the data source, the subject 

area and the data analysis method used. 

Obtaining more accurate results is more important since in recent years there has 

been a significant increase in the interest in the accuracy of Data Mining models 

based on intelligent teaching methods, by combining the efforts of several 

methods and creating ensembles of predictor models, which allows improving the 

quality of solving analytical problems [9-12]. The training of the ensemble of 

models is understood as the training of the final set of basic classifiers, the results 

of forecasting which are then combined, and the forecast of the aggregated 

classifier is formed. 

When forming an ensemble of models, it is necessary to solve three main tasks 

[13-15]: 

- to choose a basic model; 

- to determine the approach to the use of a training set; 

- to choose a method of combining the results. 

Due to the fact that the ensemble is an aggregated model consisting of separate 

basic models, two alternatives are possible in its formation: 

- the ensemble is made up of basic models of the same type, for example, only 

from decision trees, only from neural networks, etc.; 

- the ensemble is made up of models of different types - decision trees, neural net-

works, regression models, etc.[16,17]. 

On the other hand, when constructing an ensemble a training set is used, for the 

use of which there are two approaches: 

- re-selection, i.e., several subsamples are extracted from the initial training set, 

each of which is used for training one of the ensemble models; 

- the use of one training set for the training of all ensemble models. 
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1 Mathematical Description of the Ensemble 

Algorithm 

Let X be the set of object descriptions, Y is the set of answers, and there is an 

unknown "target dependence" - the mapping f: X → Y whose values are known 

only for the objects of the final training sample (1): 

(X, Y) ={(x1, y1),. . . , (x | (X, Y) |, y | (X, Y) |)}                (1) 

It is required to construct an algorithm a: X → Y approximating the target 

dependence on the entire set X. 

Along with the sets X and Y, we introduce an auxiliary set R, called the space of 

estimates. We consider algorithms having the form of a superposition (2): 

a(x)=C(b(x))                    (2) 

the function b: X → R is called an algorithmic operator, and the function C: R → 

Y  is a decisive rule. Many classification algorithms have exactly this structure: 

first estimates of the object's belonging to classes are calculated, then the decision 

rule translates these estimates into the class number. The value of the estimate b 

(x) can be the probability that the object belongs to the class, the distance from the 

object to the separating surface, the degree of confidence in the classification, and 

so on. 

The composition T of algorithms at(x)=C(bt(x)), t=1,…,T  is the superposition of 

the algorithmic operators bt : X → R, correcting the operation F: RT → R and the 

decision rule C: R → Y (3): 

X(x))),xb(x),..bFCa(x) T  .(( 1
                (3) 

The algorithms at, and sometimes the operators bt, are called basic algorithms. 

Superpositions of the form F (b1, ... bT) are mappings from X to R, that is, again, 

by algorithmic operators. 

We denote the set of base classifiers as . Using the terms formulated above, the 

idea of stacking is the use as the algorithmic operators bt of the base classifiers А 

∈  ,  and as the corrective operation F of some meta-classifier M. 

In turn, for combining the results, there are several best-known corrective 

operations: 

Simple Voting: 
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Weighted Voting (5): 
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Mixture of Experts [18] (6): 
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It is obvious that Simple Voting is only a special case of Weighted Voting, and 

Weighted Voting is a special case of a Mixture of Experts. It is also worth noting 

that, because of the large number of degrees of freedom, the training of a Mixture 

of Experts takes much longer than other compositional algorithms, so their 

practical applicability is justified only in the case of a priori information on the 

competence functions gt (x), which are most often determined by: 

- the sign of f(x) (7): 
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- direction nRα (8): 
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more complex methods (by means of estimating the density of data distribution, 

etc.). In the above formulas of functions, the competencies of the sigmoid are 

equal (10) [19]: 
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The use of model ensembles to solve various analysis problems opens up wide 

opportunities for improving the efficiency of Data Mining models. Therefore, in 

the past few years, active research has been carried out in this area, resulting in a 

large number of different methods and algorithms for the formation of ensembles. 

Among them, the most widely used methods are bagging, boosting and stacking 

[20]. 
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2 Mathematical Description of the Stacking 

Algorithm 

The Stacking algorithm is not based on a mathematical model. His idea is to use as 

the base models different classification algorithms, trained on the same data. Then, 

the meta-classifier is trained on the initial data, supplemented by the results of the 

prediction of the basic algorithms. Sometimes the meta-classifier uses not the 

results of the prediction of the basic algorithms, but the estimates of the 

distribution parameters obtained by them, for example, the probabilities of each 

class. 

The generalized scheme for implementation of the stacking algorithm is shown in 

Figure 1. The idea of Stacking is that the meta-algorithm learns to distinguish 

which of the basic algorithms should be "trusted" on which areas of the input data. 

The Stacking algorithm is trained using cross-validation: the data are randomly 

divided into n times, T1 and T2, containing each time (for example, for n = 10) 

90% and 10% of the data, respectively. Basic algorithms are trained on data from 

T1, and then applied to data from T2. The data from T2 is combined with the 

forecasts of the base classifiers and trains the meta-classifier. Since after n 

partitions all available data will end up in some one of T1 and in some of T2, the 

meta-classifier will be trained on full data [21]. 

 

Figure 1 

Generalized scheme for implementing the Stacking-ensemble algorithm 

The statement of the classification problem is as follows. 

Let X be the set of descriptions of objects, Y is a finite set of numbers (names, 

labels) of classes. There is an unknown "objective dependence" - the mapping f : 

X → Y  whose values are known only on the objects of the final training sample 

(X, Y ) = {(x1, y1), . . . ,( x|(X,Y )| , y|(X,Y )|)}. 

It is required to construct an algorithm a a: X → Y, capable of classifying an 

arbitrary object x ∈ X. The notation used in Table 1 is used. 
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Table 1 

Notations and their descriptions 

Notation Description 

(X0, Y0) validation sample 

A basic classifier used to build meta tags 

A.fit(X, Y ) function of training classifier A on (X, Y) 

A.predict(X) function predicting the target variable for X by the classifier A 

M some metaclassifier 

MF(X, A) meta-attribute obtained by classifier A for sample X 

P the final prediction of the stack for the validation sample 

concatV(Xi , Xj ) concatenation operation Xi and Xj on columns 

concatH(Xi , Xj ) concatenation operation Xi and Xj in rows 

The idea of stacking is to train the meta-classifier M on (1) the original 

characteristics, the matrix X, and (2) on the predictions (meta-features) obtained 

with the help of the base classifiers. The meta-attributes obtained using the 

classifier A for the sample X will be denoted by MF(X, A). 

Figure 2 shows the implementation of the stacking algorithm. 

The simplest stacking algorithm for P sample prediction is based on dividing the 

training sample (X, Y) into 2 parts: (X1,Y1) and (X2,Y2). 

 

 

Figure 2 

Schema implementation of the staking-ensemble algorithm 
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This algorithm is less effective because the meta-classifier is trained only on the 

second part of the sample P. To improve the efficiency of the prediction, you can 

apply this algorithm several times using different partitions and then average the 

predictions. The algorithm for this approach is as Fig. 3: 

 

Figure 2 

Algorithm of approach 

Next, we represent the modification of the second algorithm, which allows us to 

add a new base classifier for learning set A. To do this, we need to get the meta-

feature MF (X, A) for the entire training sample. The algorithm of this approach is 

as follows: 
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Thus, the modified Staking algorithm is presented, which allows the meta-

classifier M to be used for learning the entire sample X. An accepted one is also a 

stacking representation in the form of a multilevel scheme where the features are 

denoted as "Level 0", meta-features obtained by training the base classifiers on the 

attributes as "Level 1", and so on. 

3 Application of the Staking-Ensemble Algorithm for 

the Tasks of Academic Statistics 

To construct an ensemble of models on the data of academic statistics, the 

Stacking algorithm was used, which aggregated the following 3 types of 

intellectual models: the Bayes algorithm (BC), the decision tree algorithm (DT), 

and the neural network (NN). The training was done on a single data set.           

The meta-level data used to train the meta-model will be the results of predicting 

models for each of the fields. To be able to be used as a meta-model of the BC, we 

include in the meta-level data of the class field a number for the BC, DT, and NN. 

Thus, the stacking-ensemble algorithm tries to train each classifier using the meta 

learning algorithm, which allows to find the best combination of outputs of base 

models. The structural scheme of the ensemble on the basis of stacking is 

presented in Figure 3. 

 

Figure 3 

Block diagram of the ensemble on the basis of stacking 

The base models form Level 0. At the input of the meta-model, also called the 

Level 1 model, the results are output from the outputs of the base models.          

The Level 1 example has as many attributes as there are Level 0 models, and the 

attribute values themselves are model outputs of the zero level. Then, based on the 

results obtained by the model of Level 1, a Level 2 model is constructed, etc., until 

some of the conditions for stopping the training are fulfilled. 
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Figure 4 shows the scheme of the algorithm for the ensemble of BC, DT, and NN 

models based on stacking. 

 

Figure 4 

Diagram of an algorithm for the ensemble of BC, DR, and NC models based on stacking 

The most common way to reduce the distortions caused by unsuccessful sampling 

is to repeat the entire learning and testing process several times with different 

random samples. At each iteration, a certain amount of data (for example, 2/3) is 

randomly selected for training, and the remaining ones are used for testing. For 

this, it is necessary to determine the number of iterations of the partitioning of the 

original data. Next, you specify the vector into which the data for learning the 

meta-model is collected. For each iteration, the following steps must be taken: 

Step 1: Divide the original data into 2 parts: the first part is intended for learning 

the models, the second is for testing the model forecast. The proportion of the 

initial data division is chosen proceeding from the fact that as all the initial data 

after all the iterations are either in the 1st or 2nd part. To accomplish this, several 

analysis structures have been made in Analysis Services (the version number is 

added in the name). The sampling variability is specified through the HoldoutSeed 

property. It is different for different options. 
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Step 2: We teach the three initial models on the first part of the data. 

Step 3: For each data line of the second part, you need: implement a forecast for 

each model; choose the most accurate of the forecast values; write a row with data 

and a prediction into a vector. If the vector already has this data line, then a more 

accurate prediction from the existing and obtained from Step 3 is recorded for it. 

Step 4. After implementing all the iterations, the algorithm for constructing the 

meta-model is chosen. The meta-model is trained on the basis of the data collected 

in the vector. 

To estimate the accuracy of the forecast for all iterations, a forecast accuracy 

chart, a classification matrix, and a cross-checking were constructed. 

In the forecast accuracy chart, the forecasts of all models are compared. In this 

diagram, you can set the accuracy display for forecasts in general or for forecasts 

of a certain value. It displays a graphical representation of the accuracy change 

provided by the mining model. The X-axis of the diagram represents the 

percentage of the verification dataset used to compare forecasts. The Y-axis of the 

diagram represents the percentage of predicted values. 

The classification matrix is created by sorting all the options into categories: 

whether the predicted value corresponds to the real one and whether the predicted 

value was true or false. These categories are sometimes also referred to as a false 

positive result, a true positive result, a false negative result and a true negative 

result. Then, all the variants in each category are recalculated, and the quantities 

obtained are output as a matrix. 

During cross-validation, mining structures are split into cross-sections, after which 

cyclic learning and model checking for each data section is performed. To split the 

data, several sections are indicated, and each section, in turn, plays the role of 

verification data, while the remaining data are used to train the new model. Then, 

for each model a set of standard accuracy indicators is formed. Comparing the 

indicators of the models created for each section, you can get a good idea of how 

accurate the mining model is for the entire data set. 

4 Implementation of the Staking-Ensemble 

Algorithm 

To implement the experimental study of the Staking-ensemble algorithm of 

intellectual methods of data analysis, the following 2 objectives of academic 

monitoring at the higher education level were identified: 1) analysis of academic 

statistics data for forecasting GPA transfer points; 2) analysis of the data of 

academic statistics for forecasting the employment of a graduate of a university. 
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The study was conducted on the basis of the data of academic statistics at D. 

Serikbayev EKTU for 2017 - 2020 on baccalaureate (the daytime form on the 

basis of secondary education). 

With a credit academic system, GPA (Grade Point Average) is used as the 

indicator of student's progress. It is a weighted average assessment of the level of 

the student's academic achievements in the chosen specialty, which is used to 

transfer the student to subsequent academic courses. Based on the Model Rules for 

the ongoing monitoring of academic performance, intermediate and final 

certification of students in higher academic institutions, approved by the #125 

order of the Ministry of Education and Science of the Republic of Kazakhstan 

from March the 18th, 2020 and the Rules for the organization of the academic 

process on credit technology of education approved by the #152 order of the 

Ministry of Education and Science of the Republic of Kazakhstan dated 

20.04.2011, in D.Serikbaev EKTU, the following transfer values of GPA for 

bachelor students of the daytime form of education were established on the basis 

of secondary education in the context of courses: for transfer to the second course 

- 1.5; for transfer to the third rate - 1.67; for transfer to the fourth course - 2.0; for 

the transfer to the fifth course - 2.1. 

In Kazakhstan, the problem of employing graduates becomes more important 

every year. Currently, the results of numerous studies show that the current higher 

education system of training specialists largely does not meet the needs of the 

labor market. The problem of finding a job in the specialty after graduation, the 

problem of the first job is exacerbated every year. Even more urgent are these 

issues for the graduate of the university in the conditions of high socio-economic 

uncertainty and risks arising during economic downturns and crises. According to 

the purpose of the activity regulations is the creation of an effective system to 

facilitate the employment of graduates of the D. Serikbayev EKTU in accordance 

with the qualification and their adaptation to the labor market. 

Thus, 2 objectives of academic monitoring implemented on the basis of the 

Staking-ensemble algorithm were defined to predict the following indicators of 

academic statistics: 1) GPA obtainment rate; 2) indicator of employment. 

The Staking-ensemble algorithm assumes that data is taken for training and is 

divided randomly into 2 parts. The first part is used to teach the original models. 

Part 2 is used to predict data based on the original models and based on this 

forecast a meta-model is built. This operation is performed several times - so that 

all the initial data in different breakdowns are in the 2nd part. 

To implement this algorithm, several mining structures were created in Analysis 

Services (the variant number was added in the name). The sampling variability is 

specified through the HoldoutSeed property. It is different for different options. 

For each variant, the probability of occurrence of an event for each model in the 

ensemble is calculated. For example, for the task of analyzing the data of a 

transfer point set ‒ the probability that the student will not gain a transfer point, 
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for the problem with the employment of graduates ‒ the probability that the 

student will not be employed. From these probabilities we choose the most 

suitable: maximum ‒ if the student does not score a transfer point / is not 

employed, and minimal ‒ if otherwise. Based on the probabilities for each test 

line, a vector is formed that will be used to train the meta-model. To view the 

received data for learning the meta-model in MS SQL Server Management Studio, 

one of the following procedures is called: 

  

The following algorithm is used to create a metamodel: 

 

Next, this model needs to be trained. Classes are identified for training, which are 

allocated depending on the probability. Classes are specified by a string when 

learning a model: 

<ClassName1> = <Probability1>; <ClassName2> = <Probability2>; ... 

To build a meta-model, we will use the algorithms of BC, DT and NN. Figure 5 

shows the subsystem of the data analysis of academic statistics based on the 

Staking-ensemble algorithm. 

Using several models gives the following advantages: 

- realize the prediction of the output indicator of academic statistics both in 

numerical form (NN) and in the form of classification (DT and BC), which 

determines the variety of possible methods of visualizing the results; 

- consistency of the results for all models allows to make a conclusion about their 

reliability. 

The results of the Staking-ensemble algorithm implemented in the data analysis 

subsystem are presented below. 

The training based on the basic classifiers for analyzing the data of the first 

objective of academic monitoring showed the following results. 
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The window of the subsystem with learning outcomes of the base classifier based 

on the BC algorithm contains the following tabs for mapping the interaction 

between the predicted attributes and the input attributes for the options table: the 

dependency network; attribute profiles; attribute characteristics; comparison of 

attributes. 

 

Figure 5 

The main menu of the subsystem Staking-ensemble 

Based on the data of academic statistics, the results of training the basic classifier 

on the basis of the BC algorithm for analyzing the data of the GPA set were 

obtained and are presented in the form of a network of dependencies in Figure 6. 

  

Figure 6 

Subsystem window with learning base classifier results based on the BC algorithm for analysis of GPA 

data 

The sub-system window of dependencies network tab displays the dependencies 

between the input indicators of the university's academic statistics and the 

predicted indicator that characterizes the GPA. The slider to the left of the viewer 

acts as a filter, tied to the strength of the dependencies. When you move the slider 

down, only the strongest ones are displayed. The symbols at the bottom of the 

subsystem window associate the color codes with the type of dependency on the 
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graph. As it can be seen in Figure 7, the indicator "Obtained GPA" is influenced 

by such indicators of academic statistics as the number of unfinished disciplines 

for a previous year, training, the total GPA score for the previous year of study. 

The basis of the second basic classifier was the decision tree algorithm, the results 

of which are shown in Figure 7а. This algorithm supports classification and 

regression, is used for predictive modeling of discrete and continuous attributes. 

As you can see from Figure 7b, the subsystem window contains the "Decision 

Tree" and "Dependency Network" tabs. 

 

Figure 7 

The window with the results of training the base classifier on the basis of the DR algorithm for 

analyzing the data of the GPA set 

The results of training the basic classifier on the basis of the DT algorithm showed 

that the set of GPA has a dependence on the following indicators of the academic 

statistics of the university: the number of unfinished disciplines for the previous 

year, the GPA's total score for the previous year of study, specialty and the UNT 

score. Figure 8 shows the results of training the basic classifier based on the NN 

algorithm for analyzing data from the GPA set. 

The meta-classifier Staking-ensemble was built on the basis of the BC algorithm. 

The results of the accuracy of the forecast implementation of Staking-ensemble 

based on the classification matrix. 

The results of the meta-classifier training in the variation sample showed that the 

indicator of academic statistics "Obtained GPA" has a dependence on such 

indicators as the number of unfinished disciplines for the previous year, the GPA 

total score for the previous year, the Basic Education and the Course. 
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Figure 8 

The window with the learning outcomes of the basic classifier based on the NN algorithm for 

analyzing the data of the GPA set 

The windows with the results of the accuracy of the prediction of the 

implementation of the Staking-ensemble algorithm based on the accuracy chart is 

presented in Figure 9. 

 

Figure 9 

Staking-ensemble algorithm based on the accuracy chart 

In this way the scientific novelty of the research is that for the first time the 

Staking-ensemble of methods for analyzing academic statistics is used to improve 

the effectiveness of academic monitoring processes. The practical importance of 

the research results lies in the applicability of the proposed Staking-ensemble 
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algorithm for solving the problems of information and analytical support of 

management decision-making when tracking the business processes of 

monitoring, controlling and forecasting the state of distributed academic objects at 

various levels of training, management and functioning. 

Conclusion 

To solve the analytical problems of academic statistics and to obtain more 

accurate results, a new approach is proposed that combines the several intellectual 

methods based on the creation of an ensemble of predictor models. To this end, a 

modified Staking-ensemble of intellectual methods for analyzing academic 

statistics has been developed, which allows the meta classifier to use the entire 

sample for learning and aggregates Bayesian algorithms, decision trees and neural 

networks. 

To implement the experimental study of the Staking-ensemble algorithm of 

intelligent methods of data analysis, the indicators of academic statistics for 

forecasting the GPA transfer score and the employment of the graduate of the 

university were analyzed. The study was conducted on the basis of the data of 

academic statistics at D. Serikbaуev EKTU for 2017-2020 on baccalaureate of the 

daytime form of education on the basis of secondary education. 
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