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Abstract: The humanoid robots as well as the 5-finger robot hand have gradually appeared 
in life with more and more functions. This paper presents a design of system with a sensory 
glove and software to simulate fully movements of humanoid robot hand with the spread and 
flexion movements of the fingers. The kinematic problem and 3D model of the robot hand 
with 22 rotational degrees of freedom is built in this study according to the structure of the 
human hand. The glove uses 17 sensors of GY-521 6DOF IMU MPU6050 with the main 
board of Arduino mega 2560 to collect the movement data of phalanges and carpal in the 
real time. The measured data filtered by Kalmann filter is transmitted to the simulation 
software on the computer through the serial port to update the full movement of the 3D robot 
hand model. The first version of the sensorized glove and the software was successfully 
created and tested with the result showing that the 3D robot hand model followed well the 
human hand movement although there is still a large delay. 

Keywords: humanoid robot hand; sensory glove; simulation 

1 Introduction 

The appearance of humanoid robot has changed a lot of things, where 5-finger robot 
hand is one of the most interests of researchers to develop the humanoid robot. 
Humanoid robot hand has been applied in the medical field or operations that need 
to simulate the movement of the user's hand from a distance. It is also expected to 
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replace human hands in the dexterous manipulation of objects, where some kinds 
of humanoid robot hand were reviewed [1, 2]. Some studies have developed 
humanoid robot hand equipped sensor to recognize objects or perform 
manipulations [3-5]. Recently, robotic hands have been used to assist doctors in 
therapeutic or rehabilitation of hands for inpatient stroke, combined assistance, and 
at-home rehabilitation ... [6-8], or used in sports training [5], operation in virtual 
space by combining with virtual reality glasses [10], applications of remote device 
control for robot arms, automation guided vehicle [11, 12], etc. 

In order to simplify the study of structure, operating principle, solve kinematic 
problems of controlling the robot hand or serve for testing and pre-production 
testing, the use of simulation software is very necessary. For this goal, gloves with 
sensors are used to determine the movement of the fingers [13]. Some gloves use 
resistive sensors mounted along the finger length [11, 14]. This method gives the 
glove with a neat design, but it could not determine the exact rotation angle of each 
phalange. Recently, several studies have focused on developing gloves using the 
MPU6050 accelerometer sensor [9, 11, 15-18]. The MPU6050 sensors are attached 
to separate phalanges, thereby calculating the movement between the phalanges to 
obtain the rotation angle. Using MPU6050 sensor makes the glove bulkier in size, 
but it determines the movement of each phalange with high accuracy, and thus gives 
more useful applications. The previous studies have focused mainly on the 
development of glove design and data acquisition control program, but there has 
not been any research on the overall development of the system from glove design 
to real-time simulation software. 

Nowadays, the manufacturing and production of 5-finger humanoid robot hands for 
disabilities as well as in civil applications has great potential for development. 
However, a big concern is the problems of simulation and control of the robot hand 
according to the gestures that the user is performing or wants to perform, along with 
the goal of building a software that can simulate the operation and proceed to control 
the robot hand. Simulating humanoid robot hand movements can help understand 
the principles of structure and operation, create appropriate control commands that 
can be applied to different tasks. Then, it can be easily developed and expanded into 
many useful applications in life. This paper presents a new designed system with a 
MPU6050 sensorized glove connected to a software in computer through the serial 
port to simulate fully movements of humanoid robot hand. Next, a 3D robot hand 
model is designed and its kinematics problem is established. Then the simulation 
software is introduced. Finally, the sensory glove as well as the simulation result 
based on the data obtained from the glove is presented. 
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2 Design and Kinematics of the Humanoid Robot 
Hand 

Basically, the human hand consists of 3 parts which are the palm, the back of the 
hand, and the fingers. There are five fingers on a human hand named as thumb, 
index finger, middle finger, ring finger, little finger. Anatomically, the hand bone 
structure consists of 27 bones (8 wrist bones, 5 bones of the hand, 14 bones of the 
fingers), where the bones are joined together by 29 joints and at least 123 ligaments 
[19]. It is difficult to simulate exactly the very complex movements of the human 
hand. However, the design of humanoid robot hand should simulate the most 
necessary gestures as close as possible. Many studies suggested different designs of 
humanoid robot hand with reduction of degrees of freedom (DOF) [1, 2-5, 20-22]. 
In this study, the design of the robot hand is required to perform the basic 
movements of a human hand with 22 rotational DOF as shown in Fig. 1. The hand 
is connected to the arm by the wrist, where the arm is assumed to be a fixed link. 
Each finger of the robotic hand consists of four phalanges that simulate the spread 
and flexion of a finger. The remaining joints have the same function as the human 
hand. This model is then used to illustrate the movement of the robot hand on our 
simulation software. 

 
Figure 1 

Design and coordinate systems of the humanoid robot hand 

In order to implementation the simulation software with 3D model of the designed 
robot hand, kinematic problem is performed with the local coordinate systems 
attached to the parts by using the Denavit-Hartenberg (D-H) method [14].  
The coordinate systems of the robot hand according to the D-H method are shown 
in Fig. 1 for the palm, thumb, and little finger. The coordinate systems for the index, 
middle and ring fingers are similar to those of the little finger. Table 1 shows the D-
H parameters of the local coordinate systems used for the parts of the designed robot 
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hand. Each finger consists of 4 links numbered from 0 to 3, where the link 0 and the 
links from 1 to 3 help the fingers performing the spread and flexion motions, 
respectively. The coordinate transformation matrix [24] for the ith link is formulated 
in D-H matrix as 

𝐴𝐴𝑖𝑖−1
𝑖𝑖 = �

𝑐𝑐𝑐𝑐𝑐𝑐 𝜃𝜃𝑖𝑖 − 𝑐𝑐𝑠𝑠𝑠𝑠 𝜃𝜃𝑖𝑖 𝑐𝑐𝑐𝑐𝑐𝑐 𝛼𝛼𝑖𝑖 𝑐𝑐𝑠𝑠𝑠𝑠 𝜃𝜃𝑖𝑖 𝑐𝑐𝑠𝑠𝑠𝑠 𝛼𝛼𝑖𝑖 𝑎𝑎𝑖𝑖 𝑐𝑐𝑐𝑐𝑐𝑐 𝜃𝜃𝑖𝑖
𝑐𝑐𝑠𝑠𝑠𝑠 𝜃𝜃𝑖𝑖 𝑐𝑐𝑐𝑐𝑐𝑐 𝜃𝜃𝑖𝑖 𝑐𝑐𝑐𝑐𝑐𝑐 𝛼𝛼𝑖𝑖 − 𝑐𝑐𝑐𝑐𝑐𝑐 𝜃𝜃𝑖𝑖 𝑐𝑐𝑠𝑠𝑠𝑠 𝛼𝛼𝑖𝑖 𝑎𝑎𝑖𝑖 𝑐𝑐𝑠𝑠𝑠𝑠 𝜃𝜃𝑖𝑖

0 𝑐𝑐𝑠𝑠𝑠𝑠 𝛼𝛼𝑖𝑖 𝑐𝑐𝑐𝑐𝑐𝑐 𝛼𝛼𝑖𝑖 𝑑𝑑𝑖𝑖
0 0 0 1

� (1) 

 

Table 1 
D-H parameter table of the designed robot hand 

Part Link ai θi di αi 
Wrist 1 0 0 0 αp 
Palm 0 0 θp 0 αp 

Thumb 

0 aT0 θT dT 0 
1 aT1 θT1 0 0 
2 aT2 θT2 0 π/2 
3 aT3 θT3 0 0 

Index finger 

0 aI0 θI dI 0 
1 aI1 θI1 0 0 
2 aI2 θI2 0 0 
3 aI3 θI3 0 0 

Middle finger 

0 aM0 θM dM 0 
1 aM1 θM1 0 0 
2 aM2 θM2 0 0 
3 aM3 θM3 0 0 

Ring finger 

0 aR0 θR dR 0 
1 aR1 θR1 0 0 
2 aR2 θR2 0 0 
3 aR3 θR3 0 0 

Little finger 

0 aL0 θL dL 0 
1 aL1 θL1 0 0 
2 aL2 θL2 0 0 
3 aL3 θL3 0 0 

where di is the offset of the ith coordinate system along the Zi-1 axis of the (i-1)th 
coordinate system; θi is the rotation about the Zi axis so that the Xi-1 axis is in the 
same direction as the Xi axis; ai is the length of the common normal of the Zi-1 and 
Zi axes; αi is the rotation about the common normal of the Zi-1 and Zi axes so that 
the Zi-1 axis is in the same direction as the Zi axis. The position of the nth link with 
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respect to the original coordinate system is obtained as the product of the matrices 
representing the pose of i from 1 to n as 

𝐴𝐴0 𝑛𝑛 = ∏ 𝐴𝐴𝑖𝑖−1
𝑖𝑖

𝑛𝑛
𝑖𝑖=1  (2) 

It was applied to all the links on the designed robot hand with the parameters in 
Table 1 used for calculation in the sensory glove and the simulation software. Then 
the transformation matrices for the arm and the palm from the XpYpZp coordinate 
system to the X0Y0Z0 coordinate system are obtained respectively as 

𝐴𝐴0 𝑎𝑎 = �

1 0 0 0
0 𝑐𝑐𝛼𝛼𝑝𝑝 −𝑐𝑐𝜃𝜃𝑝𝑝 0
0 𝑐𝑐𝜃𝜃𝑝𝑝 𝑐𝑐𝛼𝛼𝑝𝑝 0
0 0 0 1

� (3) 

𝐴𝐴0 𝑝𝑝 =

⎣
⎢
⎢
⎡
𝑐𝑐𝜃𝜃𝑝𝑝 −𝑐𝑐𝜃𝜃𝑝𝑝 0 0

𝑐𝑐𝜃𝜃𝑝𝑝𝑐𝑐𝛼𝛼𝐿𝐿 𝑐𝑐𝜃𝜃𝐿𝐿𝑐𝑐𝛼𝛼𝑝𝑝 −𝑐𝑐𝛼𝛼𝑝𝑝 0
𝑐𝑐𝜃𝜃𝑝𝑝𝑐𝑐𝛼𝛼𝑝𝑝 𝑐𝑐𝜃𝜃𝑝𝑝𝑐𝑐𝛼𝛼𝑝𝑝 −𝑐𝑐𝛼𝛼𝑝𝑝 0

0 0 0 1⎦
⎥
⎥
⎤
 (4) 

where c and s stand for cos and sin functions. The transformation matrix for the 
phalanges of the fingers is written in general form as 

𝐴𝐴0 𝑓𝑓𝑓𝑓 =

⎣
⎢
⎢
⎢
⎡𝑎𝑎𝑓𝑓11

𝑓𝑓 𝑎𝑎𝑓𝑓12𝑓𝑓 𝑎𝑎𝑓𝑓13𝑓𝑓 𝑎𝑎𝑓𝑓14𝑓𝑓

𝑎𝑎𝑓𝑓21𝑓𝑓 𝑎𝑎𝑓𝑓22𝑓𝑓 𝑎𝑎𝑓𝑓23𝑓𝑓 𝑎𝑎𝑓𝑓24𝑓𝑓

𝑎𝑎𝑓𝑓31𝑓𝑓 𝑎𝑎𝑓𝑓32𝑓𝑓 𝑎𝑎𝑓𝑓33𝑓𝑓 𝑎𝑎𝑓𝑓34𝑓𝑓

0 0 0 1 ⎦
⎥
⎥
⎥
⎤
 (5) 

where f stands for the name of a finger as T, I, M, R and L corresponding to the 
thumb, index, middle, ring, and little fingers. The letter k is the index of a link on 
the finger as shown in Table 1. Formulas of the items 𝑎𝑎𝑇𝑇𝑖𝑖𝑇𝑇𝑓𝑓  in the matrix 𝐴𝐴0 𝑇𝑇𝑓𝑓 of 
the kth link on the thumb are given in Table 2. Those of the items 𝑎𝑎𝑓𝑓𝑖𝑖𝑇𝑇𝑓𝑓  in the matrix 
𝐴𝐴0 𝑓𝑓𝑓𝑓 of the kth link on the index, middle, ring, and little fingers are given in Table 

3. Using the transformation matrices with the join parameters ϕp, θp, ϕT, δf, qf1, qf2, 
qf3, (f is T, I, M, R and L) obtained from the human hand by the sensors, the 
humanoid robot hand will simulate the real hand. 

Table 2 
Formulas of the items in the matrix  for the links of the thumb 

Part Link 𝑨𝑨𝟎𝟎 𝑻𝑻𝑻𝑻 𝒂𝒂𝑻𝑻𝑻𝑻𝑻𝑻𝑻𝑻  

Thumb 0 𝐴𝐴0 𝑇𝑇0 

𝑎𝑎𝑇𝑇110 =  𝑐𝑐𝜃𝜃𝑝𝑝 𝑎𝑎𝑇𝑇130 =  𝑐𝑐𝜃𝜃𝑇𝑇𝑐𝑐𝜃𝜃𝑝𝑝 
𝑎𝑎𝑇𝑇120 = −𝑐𝑐𝜃𝜃𝑇𝑇𝑐𝑐𝜃𝜃𝑝𝑝 𝑎𝑎𝑇𝑇140 = 𝑎𝑎𝑇𝑇0𝑐𝑐𝜃𝜃𝑝𝑝 
𝑎𝑎𝑇𝑇210 =  𝑐𝑐𝛼𝛼𝑝𝑝𝑐𝑐𝜃𝜃𝑝𝑝 𝑎𝑎𝑇𝑇230 = −𝑐𝑐𝜃𝜃𝑇𝑇𝑐𝑐𝛼𝛼𝑝𝑝𝑐𝑐𝜃𝜃𝑝𝑝 − 𝑐𝑐𝜃𝜃𝑇𝑇𝑐𝑐𝛼𝛼𝑝𝑝 
𝑎𝑎𝑇𝑇220 = 𝑐𝑐𝜃𝜃𝑇𝑇𝑐𝑐𝛼𝛼𝑝𝑝𝑐𝑐𝜃𝜃𝑝𝑝 − 𝑐𝑐𝜃𝜃𝑇𝑇𝑐𝑐𝛼𝛼𝑝𝑝 𝑎𝑎𝑇𝑇240 = 𝑎𝑎𝑇𝑇0𝑐𝑐𝛼𝛼𝑝𝑝𝑐𝑐𝜃𝜃𝑝𝑝 − 𝑑𝑑𝑇𝑇𝑐𝑐𝛼𝛼𝑝𝑝 
𝑎𝑎𝑇𝑇310 = 𝑐𝑐𝛼𝛼𝑝𝑝𝑐𝑐𝜃𝜃𝑝𝑝 𝑎𝑎𝑇𝑇330 = −𝑐𝑐𝜃𝜃𝑇𝑇𝑐𝑐𝛼𝛼𝑝𝑝𝑐𝑐𝜃𝜃𝑝𝑝 + 𝑐𝑐𝜃𝜃𝑇𝑇𝑐𝑐𝛼𝛼𝑝𝑝 
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𝑎𝑎𝑇𝑇320 = 𝑐𝑐𝜃𝜃𝑇𝑇𝑐𝑐𝛼𝛼𝑝𝑝𝑐𝑐𝜃𝜃𝑝𝑝 + 𝑐𝑐𝜃𝜃𝑇𝑇𝑐𝑐𝛼𝛼𝑝𝑝 𝑎𝑎𝑇𝑇340 = 𝑎𝑎𝑇𝑇0𝑐𝑐𝛼𝛼𝑝𝑝𝑐𝑐𝜃𝜃𝑝𝑝 + 𝑑𝑑𝑇𝑇𝑐𝑐𝛼𝛼𝑝𝑝 

1 𝐴𝐴0 𝑇𝑇1 

𝑎𝑎𝑇𝑇111 = 𝑐𝑐𝜃𝜃𝑝𝑝𝑐𝑐𝜃𝜃𝑇𝑇1 − 𝑐𝑐𝜃𝜃𝑇𝑇𝑐𝑐𝜃𝜃𝑝𝑝𝑐𝑐𝜃𝜃𝑇𝑇1 
𝑎𝑎𝑇𝑇121 = −𝑐𝑐𝜃𝜃𝑇𝑇𝑐𝑐𝜃𝜃𝑝𝑝 
𝑎𝑎𝑇𝑇131 = 𝑐𝑐𝜃𝜃𝑇𝑇𝑐𝑐𝜃𝜃𝑝𝑝𝑐𝑐𝜃𝜃𝑇𝑇1 + 𝑐𝑐𝜃𝜃𝑝𝑝𝑐𝑐𝜃𝜃𝑇𝑇1 
𝑎𝑎𝑇𝑇141 = 𝑎𝑎𝑇𝑇0𝑐𝑐𝜃𝜃𝑝𝑝 + 𝑎𝑎𝑇𝑇1𝑐𝑐𝜃𝜃𝑝𝑝𝑐𝑐𝜃𝜃𝑇𝑇 
𝑎𝑎𝑇𝑇211 = 𝑐𝑐𝜃𝜃𝑇𝑇1(𝑐𝑐𝜃𝜃𝑇𝑇𝑐𝑐𝛼𝛼𝑝𝑝 + 𝑐𝑐𝜃𝜃𝑇𝑇𝑐𝑐𝜃𝜃𝐿𝐿𝑐𝑐𝜃𝜃𝑝𝑝) + 𝑐𝑐𝜃𝜃𝑇𝑇1𝑐𝑐𝛼𝛼𝑝𝑝𝑐𝑐𝜃𝜃𝑝𝑝 
𝑎𝑎𝑇𝑇221 =  𝑐𝑐𝜃𝜃𝑇𝑇𝑐𝑐𝛼𝛼𝑝𝑝𝑐𝑐𝜃𝜃𝑝𝑝 − 𝑐𝑐𝜃𝜃𝑇𝑇𝑐𝑐𝛼𝛼𝑝𝑝 
𝑎𝑎𝑇𝑇231 = −𝑐𝑐𝜃𝜃𝑇𝑇1(𝑐𝑐𝜃𝜃𝑇𝑇𝑐𝑐𝛼𝛼𝑝𝑝 + 𝑐𝑐𝜃𝜃𝑇𝑇𝑐𝑐𝛼𝛼𝑝𝑝𝑐𝑐𝜃𝜃𝑝𝑝) + 𝑐𝑐𝜃𝜃𝑇𝑇1𝑐𝑐𝛼𝛼𝑝𝑝𝑐𝑐𝜃𝜃𝑝𝑝 
𝑎𝑎𝑇𝑇241 = 𝑎𝑎𝑇𝑇0𝑐𝑐𝛼𝛼𝑝𝑝𝑐𝑐𝜃𝜃𝑝𝑝 − 𝑎𝑎𝑇𝑇1(𝑐𝑐𝜃𝜃𝑇𝑇𝑐𝑐𝛼𝛼𝑝𝑝 + 𝑐𝑐𝜃𝜃𝑇𝑇𝑐𝑐𝛼𝛼𝑝𝑝𝑐𝑐𝜃𝜃𝑝𝑝) − 𝑑𝑑𝑇𝑇𝑐𝑐𝛼𝛼𝑝𝑝 

𝑎𝑎𝑇𝑇311 = −𝑐𝑐𝜃𝜃𝑇𝑇1(𝑐𝑐𝜃𝜃𝑇𝑇𝑐𝑐𝛼𝛼𝑝𝑝 − 𝑐𝑐𝜃𝜃𝑇𝑇𝑐𝑐𝛼𝛼𝑝𝑝𝑐𝑐𝜃𝜃𝑝𝑝)+𝑐𝑐𝜃𝜃𝑇𝑇1𝑐𝑐𝛼𝛼𝑝𝑝𝑐𝑐𝜃𝜃𝑝𝑝 
𝑎𝑎𝑇𝑇321 = 𝑐𝑐𝜃𝜃𝑇𝑇𝑐𝑐𝛼𝛼𝑝𝑝𝑐𝑐𝜃𝜃𝑝𝑝 + 𝑐𝑐𝜃𝜃𝑇𝑇𝑐𝑐𝛼𝛼𝑝𝑝 
𝑎𝑎𝑇𝑇331 = 𝑐𝑐𝜃𝜃𝑇𝑇1(𝑐𝑐𝜃𝜃𝑇𝑇𝑐𝑐𝛼𝛼𝑝𝑝 − 𝑐𝑐𝜃𝜃𝑇𝑇𝑐𝑐𝛼𝛼𝑝𝑝𝑐𝑐𝜃𝜃𝑝𝑝) + 𝑐𝑐𝜃𝜃𝑇𝑇1𝑐𝑐𝛼𝛼𝑝𝑝𝑐𝑐𝜃𝜃𝑝𝑝 
𝑎𝑎𝑇𝑇341 = 𝑎𝑎𝑇𝑇0𝑐𝑐𝛼𝛼𝑝𝑝𝑐𝑐𝜃𝜃𝑝𝑝 + 𝑑𝑑𝑇𝑇𝑐𝑐𝛼𝛼𝑝𝑝 + 𝑎𝑎𝑇𝑇1(𝑐𝑐𝜃𝜃𝑇𝑇𝑐𝑐𝛼𝛼𝑝𝑝𝑐𝑐𝜃𝜃𝑇𝑇𝑐𝑐𝛼𝛼𝑝𝑝𝑐𝑐𝜃𝜃𝑝𝑝) 

2 𝐴𝐴0 𝑇𝑇2 

𝑎𝑎𝑇𝑇112 =  𝑐𝑐𝜃𝜃𝑇𝑇2(𝑐𝑐𝜃𝜃𝑝𝑝𝑐𝑐𝜃𝜃𝑇𝑇1 − 𝑐𝑐𝜃𝜃𝑇𝑇𝑐𝑐𝜃𝜃𝑝𝑝𝑐𝑐𝜃𝜃𝑇𝑇1) 
−𝑐𝑐𝜃𝜃𝑇𝑇2(𝑐𝑐𝜃𝜃𝑝𝑝𝑐𝑐𝜃𝜃𝑇𝑇1 + 𝑐𝑐𝜃𝜃𝑇𝑇𝑐𝑐𝜃𝜃𝑝𝑝𝑐𝑐𝜃𝜃𝑇𝑇1) 

𝑎𝑎𝑇𝑇122 = −𝑐𝑐𝜃𝜃𝑇𝑇𝑐𝑐𝜃𝜃𝑝𝑝 
𝑎𝑎𝑇𝑇132 =  𝑐𝑐𝜃𝜃𝑇𝑇2(𝑐𝑐𝜃𝜃𝑝𝑝𝑐𝑐𝜃𝜃𝑇𝑇1 + 𝑐𝑐𝜃𝜃𝑇𝑇𝑐𝑐𝜃𝜃𝑝𝑝𝑐𝑐𝜃𝜃𝑇𝑇1) 

+𝑐𝑐𝜃𝜃𝑇𝑇2(𝑐𝑐𝜃𝜃𝑝𝑝𝑐𝑐𝜃𝜃𝑇𝑇1 − 𝑐𝑐𝜃𝜃𝑇𝑇𝑐𝑐𝜃𝜃𝑝𝑝𝑐𝑐𝜃𝜃𝑇𝑇1) 
𝑎𝑎𝑇𝑇142 = 𝑎𝑎𝑇𝑇0𝑐𝑐𝜃𝜃𝑝𝑝 + 𝑎𝑎𝑇𝑇1𝑐𝑐𝜃𝜃𝑝𝑝𝑐𝑐𝜃𝜃𝑇𝑇 + 𝑎𝑎𝑇𝑇2(𝑐𝑐𝜃𝜃𝑝𝑝𝑐𝑐𝜃𝜃𝑇𝑇1 + 𝑐𝑐𝜃𝜃𝑇𝑇𝑐𝑐𝜃𝜃𝑝𝑝𝑐𝑐𝜃𝜃𝑇𝑇1) 
𝑎𝑎𝑇𝑇212 = 𝑐𝑐𝜃𝜃𝑇𝑇2{𝑐𝑐𝜃𝜃𝑇𝑇1(𝑐𝑐𝜃𝜃𝑇𝑇𝑐𝑐𝛼𝛼𝑝𝑝 + 𝑐𝑐𝜃𝜃𝑇𝑇𝑐𝑐𝜃𝜃𝑝𝑝𝑐𝑐𝜃𝜃𝐿𝐿) − 𝑐𝑐𝛼𝛼𝑝𝑝𝑐𝑐𝜃𝜃𝑝𝑝𝑐𝑐𝜃𝜃𝑇𝑇1} 

+𝑐𝑐𝜃𝜃𝑇𝑇2{𝑐𝑐𝜃𝜃𝑇𝑇1(𝑐𝑐𝜃𝜃𝑇𝑇𝑐𝑐𝛼𝛼𝑝𝑝 + 𝑐𝑐𝜃𝜃𝑇𝑇𝑐𝑐𝜃𝜃𝑝𝑝𝑐𝑐𝛼𝛼𝑝𝑝) + 𝑐𝑐𝛼𝛼𝑝𝑝𝑐𝑐𝜃𝜃𝑝𝑝𝑐𝑐𝜃𝜃𝑇𝑇1} 
𝑎𝑎𝑇𝑇222 = −(𝑐𝑐𝜃𝜃𝑇𝑇𝑐𝑐𝛼𝛼𝑝𝑝 − 𝑐𝑐𝜃𝜃𝑇𝑇𝑐𝑐𝜃𝜃𝑝𝑝𝑐𝑐𝛼𝛼𝑝𝑝) 
𝑎𝑎𝑇𝑇232 = −𝑐𝑐𝜃𝜃𝑇𝑇2{𝑐𝑐𝜃𝜃𝑇𝑇1(𝑐𝑐𝜃𝜃𝑇𝑇𝑐𝑐𝛼𝛼𝑝𝑝 + 𝑐𝑐𝜃𝜃𝐿𝐿𝑐𝑐𝜃𝜃𝑇𝑇𝑐𝑐𝛼𝛼𝑝𝑝) − 𝑐𝑐𝛼𝛼𝑝𝑝𝑐𝑐𝜃𝜃𝑝𝑝𝑐𝑐𝜃𝜃𝑇𝑇1} 

+𝑐𝑐𝜃𝜃𝑇𝑇2{𝑐𝑐𝜃𝜃𝑇𝑇1(𝑐𝑐𝜃𝜃𝑇𝑇𝑐𝑐𝛼𝛼𝑝𝑝 + 𝑐𝑐𝜃𝜃𝑝𝑝𝑐𝑐𝜃𝜃𝑇𝑇𝑐𝑐𝛼𝛼𝑝𝑝) + 𝑐𝑐𝛼𝛼𝑝𝑝𝑐𝑐𝜃𝜃𝑇𝑇1𝑐𝑐𝜃𝜃𝑝𝑝} 
𝑎𝑎𝑇𝑇242 = 𝑎𝑎𝑇𝑇0𝑐𝑐𝛼𝛼𝑝𝑝𝑐𝑐𝜃𝜃𝑝𝑝 − 𝑎𝑎𝑇𝑇1(𝑐𝑐𝜃𝜃𝑇𝑇𝑐𝑐𝛼𝛼𝑝𝑝 + 𝑐𝑐𝜃𝜃𝑝𝑝𝑐𝑐𝜃𝜃𝑇𝑇𝑐𝑐𝛼𝛼𝑝𝑝) 

−𝑎𝑎𝑇𝑇2{𝑐𝑐𝜃𝜃𝑇𝑇1(𝑐𝑐𝜃𝜃𝑇𝑇𝑐𝑐𝛼𝛼𝑝𝑝 + 𝑐𝑐𝜃𝜃𝑝𝑝𝑐𝑐𝜃𝜃𝑇𝑇𝑐𝑐𝛼𝛼𝑝𝑝) − 𝑐𝑐𝛼𝛼𝑝𝑝𝑐𝑐𝜃𝜃𝑝𝑝𝑐𝑐𝜃𝜃𝑇𝑇1} 
−𝑑𝑑𝑇𝑇𝑐𝑐𝛼𝛼𝑝𝑝 

𝑎𝑎𝑇𝑇312 = −𝑐𝑐𝜃𝜃𝑇𝑇2{𝑐𝑐𝜃𝜃𝑇𝑇1(𝑐𝑐𝜃𝜃𝑇𝑇𝑐𝑐𝛼𝛼𝑝𝑝 − 𝑐𝑐𝜃𝜃𝑇𝑇𝑐𝑐𝜃𝜃𝑝𝑝𝑐𝑐𝛼𝛼𝑝𝑝) + 𝑐𝑐𝛼𝛼𝑝𝑝𝑐𝑐𝜃𝜃𝑝𝑝𝑐𝑐𝜃𝜃𝑇𝑇1} 
−𝑐𝑐𝜃𝜃𝑇𝑇2{𝑐𝑐𝜃𝜃𝑇𝑇1(𝑐𝑐𝜃𝜃𝑇𝑇𝑐𝑐𝛼𝛼𝑝𝑝 − 𝑐𝑐𝜃𝜃𝑇𝑇𝑐𝑐𝜃𝜃𝑝𝑝𝑐𝑐𝛼𝛼𝑝𝑝) − 𝑐𝑐𝛼𝛼𝑝𝑝𝑐𝑐𝜃𝜃𝑝𝑝𝑐𝑐𝜃𝜃𝑇𝑇1} 

𝑎𝑎𝑇𝑇322 =  𝑐𝑐𝜃𝜃𝑇𝑇𝑐𝑐𝛼𝛼𝑝𝑝 + 𝑐𝑐𝜃𝜃𝑇𝑇𝑐𝑐𝜃𝜃𝑝𝑝𝑐𝑐𝛼𝛼𝑝𝑝 
𝑎𝑎𝑇𝑇332 = 𝑐𝑐𝜃𝜃𝑇𝑇2{𝑐𝑐𝜃𝜃𝑇𝑇1(𝑐𝑐𝜃𝜃𝑇𝑇𝑐𝑐𝛼𝛼𝑝𝑝 − 𝑐𝑐𝜃𝜃𝑝𝑝𝑐𝑐𝜃𝜃𝑇𝑇𝑐𝑐𝛼𝛼𝑝𝑝) + 𝑐𝑐𝛼𝛼𝑝𝑝𝑐𝑐𝜃𝜃𝑝𝑝𝑐𝑐𝜃𝜃𝑇𝑇1} 

−𝑐𝑐𝜃𝜃𝑇𝑇2{𝑐𝑐𝜃𝜃𝑇𝑇1(𝑐𝑐𝜃𝜃𝑇𝑇𝑐𝑐𝛼𝛼𝑝𝑝 − 𝑐𝑐𝜃𝜃𝑝𝑝𝑐𝑐𝜃𝜃𝑇𝑇𝑐𝑐𝛼𝛼𝑝𝑝) − 𝑐𝑐𝜃𝜃𝑇𝑇1𝑐𝑐𝛼𝛼𝑝𝑝𝑐𝑐𝜃𝜃𝑝𝑝} 
𝑎𝑎𝑇𝑇342 = 𝑎𝑎𝑇𝑇0𝑐𝑐𝛼𝛼𝑝𝑝𝑐𝑐𝜃𝜃𝑝𝑝  + 𝑎𝑎𝑇𝑇1(𝑐𝑐𝜃𝜃𝑇𝑇𝑐𝑐𝛼𝛼𝑝𝑝 − 𝑐𝑐𝜃𝜃𝑝𝑝𝑐𝑐𝜃𝜃𝑇𝑇𝑐𝑐𝛼𝛼𝑝𝑝) 

+𝑎𝑎𝑇𝑇2{𝑐𝑐𝜃𝜃𝑇𝑇1(𝑐𝑐𝜃𝜃𝑇𝑇𝑐𝑐𝛼𝛼𝑝𝑝 − 𝑐𝑐𝜃𝜃𝑝𝑝𝑐𝑐𝜃𝜃𝑇𝑇𝑐𝑐𝛼𝛼𝑝𝑝) + 𝑐𝑐𝛼𝛼𝑝𝑝𝑐𝑐𝜃𝜃𝑝𝑝𝑐𝑐𝜃𝜃𝑇𝑇1} 
+𝑑𝑑𝑇𝑇𝑐𝑐𝛼𝛼𝑝𝑝 

3 𝐴𝐴0 𝑇𝑇3 
𝑎𝑎𝑇𝑇113 = − 𝑐𝑐𝜃𝜃𝑇𝑇3{𝑐𝑐𝜃𝜃𝑇𝑇2(𝑐𝑐𝜃𝜃𝑝𝑝𝑐𝑐𝜃𝜃𝑇𝑇1 + 𝑐𝑐𝜃𝜃𝑇𝑇1𝑐𝑐𝜃𝜃𝑇𝑇𝑐𝑐𝜃𝜃𝑝𝑝) 

−𝑐𝑐𝜃𝜃𝑇𝑇2(𝑐𝑐𝜃𝜃𝑝𝑝𝑐𝑐𝜃𝜃𝑇𝑇1 − 𝑐𝑐𝜃𝜃𝑇𝑇𝑐𝑐𝜃𝜃𝑝𝑝𝑐𝑐𝜃𝜃𝑇𝑇1)} 
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‒ 135 ‒ 

−𝑐𝑐𝜃𝜃𝑇𝑇3{𝑐𝑐𝜃𝜃𝑇𝑇2(𝑐𝑐𝜃𝜃𝑝𝑝 + 𝑐𝑐𝜃𝜃𝑇𝑇1𝑐𝑐𝜃𝜃𝑇𝑇𝑐𝑐𝜃𝜃𝑝𝑝) 
+𝑐𝑐𝜃𝜃𝑇𝑇2(𝑐𝑐𝜃𝜃𝑝𝑝𝑐𝑐𝜃𝜃𝑇𝑇1 − 𝑐𝑐𝜃𝜃𝑇𝑇𝑐𝑐𝜃𝜃𝑝𝑝𝑐𝑐𝜃𝜃𝑇𝑇1)} 

𝑎𝑎𝑇𝑇123 = −𝑐𝑐𝜃𝜃𝑇𝑇𝑐𝑐𝜃𝜃𝑝𝑝 
𝑎𝑎𝑇𝑇133 = 𝑐𝑐𝜃𝜃𝑇𝑇3{𝑐𝑐𝜃𝜃𝑇𝑇2(𝑐𝑐𝜃𝜃𝑝𝑝𝑐𝑐𝜃𝜃𝑇𝑇1 + 𝑐𝑐𝜃𝜃𝑇𝑇1𝑐𝑐𝜃𝜃𝑇𝑇𝑐𝑐𝜃𝜃𝑝𝑝) 

+𝑐𝑐𝜃𝜃𝑇𝑇2(𝑐𝑐𝜃𝜃𝑝𝑝𝑐𝑐𝜃𝜃𝑇𝑇1 − 𝑐𝑐𝜃𝜃𝑇𝑇𝑐𝑐𝜃𝜃𝑝𝑝𝑐𝑐𝜃𝜃𝑇𝑇1)} − 𝑐𝑐𝜃𝜃𝑇𝑇3{𝑐𝑐𝜃𝜃𝑇𝑇2(𝑐𝑐𝜃𝜃𝑝𝑝𝑐𝑐𝜃𝜃𝑇𝑇1 
+𝑐𝑐𝜃𝜃𝑇𝑇1𝑐𝑐𝜃𝜃𝑇𝑇𝑐𝑐𝜃𝜃𝑝𝑝) − 𝑐𝑐𝜃𝜃𝑇𝑇2(𝑐𝑐𝜃𝜃𝑝𝑝𝑐𝑐𝜃𝜃𝑇𝑇1 − 𝑐𝑐𝜃𝜃𝑇𝑇𝑐𝑐𝜃𝜃𝑝𝑝𝑐𝑐𝜃𝜃𝑇𝑇1)} 

𝑎𝑎𝑇𝑇143 = 𝑎𝑎𝑇𝑇0𝑐𝑐𝜃𝜃𝑝𝑝 + 𝑎𝑎𝑇𝑇1𝑐𝑐𝜃𝜃𝑇𝑇𝑐𝑐𝜃𝜃𝑝𝑝 + 𝑎𝑎𝑇𝑇2(𝑐𝑐𝜃𝜃𝑝𝑝𝑐𝑐𝜃𝜃𝑇𝑇1 + 𝑐𝑐𝜃𝜃𝑇𝑇1𝑐𝑐𝜃𝜃𝑇𝑇𝑐𝑐𝜃𝜃𝑝𝑝) 
+𝑎𝑎𝑇𝑇3{𝑐𝑐𝜃𝜃𝑇𝑇2(𝑐𝑐𝜃𝜃𝑝𝑝𝑐𝑐𝜃𝜃𝑇𝑇1 + 𝑐𝑐𝜃𝜃𝑇𝑇1𝑐𝑐𝜃𝜃𝑇𝑇𝑐𝑐𝜃𝜃𝑝𝑝) 

+𝑐𝑐𝜃𝜃𝑇𝑇2(𝑐𝑐𝜃𝜃𝑝𝑝𝑐𝑐𝜃𝜃𝑇𝑇1 − 𝑐𝑐𝜃𝜃𝑇𝑇𝑐𝑐𝜃𝜃𝑝𝑝𝑐𝑐𝜃𝜃𝑇𝑇1)} 
𝑎𝑎𝑇𝑇213 = 𝑐𝑐𝜃𝜃𝑇𝑇3{𝑐𝑐𝜃𝜃𝑇𝑇2{𝑐𝑐𝜃𝜃𝑇𝑇1(𝑐𝑐𝜃𝜃𝑇𝑇𝑐𝑐𝛼𝛼𝑝𝑝 + 𝑐𝑐𝜃𝜃𝑝𝑝𝑐𝑐𝜃𝜃𝑇𝑇𝑐𝑐𝛼𝛼𝑝𝑝) 

−𝑐𝑐𝛼𝛼𝑝𝑝𝑐𝑐𝜃𝜃𝑝𝑝𝑐𝑐𝜃𝜃𝑇𝑇1} + 𝑐𝑐𝜃𝜃𝑇𝑇2{𝑐𝑐𝜃𝜃𝑇𝑇1(𝑐𝑐𝜃𝜃𝑇𝑇𝑐𝑐𝛼𝛼𝑝𝑝 + 𝑐𝑐𝜃𝜃𝑝𝑝𝑐𝑐𝜃𝜃𝑇𝑇𝑐𝑐𝛼𝛼𝑝𝑝) 
+𝑐𝑐𝜃𝜃𝑇𝑇1𝑐𝑐𝛼𝛼𝑝𝑝𝑐𝑐𝜃𝜃𝑝𝑝}}  + 𝑐𝑐𝜃𝜃𝑇𝑇3{𝑐𝑐𝜃𝜃𝑇𝑇2{𝑐𝑐𝜃𝜃𝑇𝑇1(𝑐𝑐𝜃𝜃𝑇𝑇𝑐𝑐𝛼𝛼𝑝𝑝 
+𝑐𝑐𝜃𝜃𝑝𝑝𝑐𝑐𝜃𝜃𝑇𝑇𝑐𝑐𝛼𝛼𝑝𝑝) − 𝑐𝑐𝛼𝛼𝑝𝑝𝑐𝑐𝜃𝜃𝑝𝑝𝑐𝑐𝜃𝜃𝑇𝑇1} − 𝑐𝑐𝜑𝜑𝑇𝑇𝑐𝑐𝜃𝜃𝑇𝑇2{𝑐𝑐𝜃𝜃𝑇𝑇1(𝑐𝑐𝜃𝜃𝑇𝑇𝑐𝑐𝛼𝛼𝑝𝑝 

+𝑐𝑐𝜃𝜃𝑝𝑝𝑐𝑐𝜃𝜃𝑇𝑇𝑐𝑐𝛼𝛼𝑝𝑝) + 𝑐𝑐𝜃𝜃𝑇𝑇1𝑐𝑐𝛼𝛼𝑝𝑝𝑐𝑐𝜃𝜃𝑝𝑝}} 
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𝑎𝑎𝑓𝑓231 = 𝑐𝑐𝜃𝜃𝑓𝑓𝑐𝑐𝛼𝛼𝑝𝑝𝑐𝑐𝜃𝜃𝑝𝑝 − 𝑐𝑐𝜃𝜃𝑓𝑓𝑐𝑐𝛼𝛼𝑝𝑝 

𝑎𝑎𝑓𝑓241 = 𝑎𝑎𝑓𝑓0𝑐𝑐𝛼𝛼𝑝𝑝𝑐𝑐𝜃𝜃𝑝𝑝 + 𝑎𝑎𝑓𝑓1(𝑐𝑐𝜃𝜃𝑓𝑓𝑐𝑐𝛼𝛼𝑝𝑝 + 𝑐𝑐𝜃𝜃𝑓𝑓𝑐𝑐𝛼𝛼𝑝𝑝𝑐𝑐𝜃𝜃𝑝𝑝) − 𝑑𝑑𝑓𝑓𝑐𝑐𝛼𝛼𝑝𝑝 

𝑎𝑎𝑓𝑓311 = 𝑐𝑐𝜃𝜃𝑝𝑝𝑐𝑐𝜃𝜃𝑓𝑓1𝑐𝑐𝛼𝛼𝑝𝑝 − 𝑐𝑐𝜃𝜃𝑓𝑓1(𝑐𝑐𝜃𝜃𝑓𝑓𝑐𝑐𝛼𝛼𝑝𝑝 − 𝑐𝑐𝜃𝜃𝑓𝑓𝑐𝑐𝜃𝜃𝑝𝑝𝑐𝑐𝛼𝛼𝑝𝑝) 
𝑎𝑎𝑓𝑓321 = 𝑐𝑐𝜃𝜃𝑓𝑓1(𝑐𝑐𝜃𝜃𝑓𝑓𝑐𝑐𝛼𝛼𝑝𝑝 − 𝑐𝑐𝜃𝜃𝑓𝑓𝑐𝑐𝜃𝜃𝑝𝑝𝑐𝑐𝛼𝛼𝑝𝑝) + 𝑐𝑐𝜃𝜃𝑝𝑝𝑐𝑐𝜃𝜃𝑓𝑓1𝑐𝑐𝛼𝛼𝑝𝑝 

𝑎𝑎𝑓𝑓331 = 𝑐𝑐𝜃𝜃𝑓𝑓𝑐𝑐𝛼𝛼𝑝𝑝 + 𝑐𝑐𝜃𝜃𝑓𝑓𝑐𝑐𝜃𝜃𝑝𝑝𝑐𝑐𝛼𝛼𝑝𝑝 

𝑎𝑎𝑓𝑓341 = 𝑎𝑎𝑓𝑓0𝑐𝑐𝜃𝜃𝑝𝑝𝑐𝑐𝛼𝛼𝑝𝑝 − 𝑎𝑎𝑓𝑓1(𝑐𝑐𝜃𝜃𝑓𝑓𝑐𝑐𝛼𝛼𝑝𝑝 − 𝑐𝑐𝜃𝜃𝑓𝑓𝑐𝑐𝜃𝜃𝑝𝑝𝑐𝑐𝛼𝛼𝑝𝑝) + 𝑑𝑑𝑓𝑓𝑐𝑐𝛼𝛼𝑝𝑝 

2 𝐴𝐴0 𝑓𝑓2 

𝑎𝑎𝑓𝑓112 = −𝑐𝑐𝜃𝜃𝑓𝑓2(𝑐𝑐𝜃𝜃𝑝𝑝𝑐𝑐𝜃𝜃𝑓𝑓1 − 𝑐𝑐𝜃𝜃𝑓𝑓𝑐𝑐𝜃𝜃𝑝𝑝𝑐𝑐𝜃𝜃𝑓𝑓1) − 𝑐𝑐𝜃𝜃𝑓𝑓2(𝑐𝑐𝜃𝜃𝑓𝑓1𝑐𝑐𝜃𝜃𝑝𝑝 
+𝑐𝑐𝜃𝜃𝑓𝑓𝑐𝑐𝜃𝜃𝑝𝑝𝑐𝑐𝜃𝜃𝑓𝑓1) 

𝑎𝑎𝑓𝑓122 = 𝑐𝑐𝜃𝜃𝑓𝑓2(𝑐𝑐𝜃𝜃𝑝𝑝𝑐𝑐𝜃𝜃𝑓𝑓1 − 𝑐𝑐𝜃𝜃𝑓𝑓𝑐𝑐𝜃𝜃𝑝𝑝𝑐𝑐𝜃𝜃𝑓𝑓1) − 𝑐𝑐𝜃𝜃𝑓𝑓2(𝑐𝑐𝜃𝜃𝑓𝑓1𝑐𝑐𝜃𝜃𝑝𝑝 
+𝑐𝑐𝜃𝜃𝑓𝑓𝑐𝑐𝜃𝜃𝑝𝑝𝑐𝑐𝜃𝜃𝑓𝑓1) 

𝑎𝑎𝑓𝑓132 = 𝑐𝑐𝜃𝜃𝑝𝑝𝑐𝑐𝜃𝜃𝑓𝑓 

𝑎𝑎𝑓𝑓142 = 𝑎𝑎𝑓𝑓0𝑐𝑐𝜃𝜃𝑝𝑝 + 𝑎𝑎𝑓𝑓1𝑐𝑐𝜃𝜃𝑓𝑓𝑐𝑐𝜃𝜃𝑝𝑝 − 𝑎𝑎𝑓𝑓2(𝑐𝑐𝜃𝜃𝑓𝑓1𝑐𝑐𝜃𝜃𝑝𝑝 − 𝑐𝑐𝜃𝜃𝑓𝑓1𝑐𝑐𝜃𝜃𝑓𝑓𝑐𝑐𝜃𝜃𝑝𝑝) 

𝑎𝑎𝑓𝑓212 = 𝑐𝑐𝜃𝜃𝑓𝑓2{𝑐𝑐𝜃𝜃𝑓𝑓1(𝑐𝑐𝜃𝜃𝑓𝑓𝑐𝑐𝛼𝛼𝑝𝑝 + 𝑐𝑐𝜃𝜃𝑓𝑓𝑐𝑐𝛼𝛼𝑝𝑝𝑐𝑐𝜃𝜃𝑝𝑝) + 𝑐𝑐𝜃𝜃𝑓𝑓1𝑐𝑐𝜃𝜃𝑝𝑝𝑐𝑐𝛼𝛼𝑝𝑝} 
−𝑐𝑐𝜃𝜃𝑓𝑓2{𝑐𝑐𝜃𝜃𝑓𝑓1(𝑐𝑐𝜃𝜃𝑓𝑓𝑐𝑐𝛼𝛼𝑝𝑝 + 𝑐𝑐𝜃𝜃𝑓𝑓𝑐𝑐𝛼𝛼𝑝𝑝𝑐𝑐𝜃𝜃𝑝𝑝) − 𝑐𝑐𝜃𝜃𝑓𝑓1𝑐𝑐𝜃𝜃𝑝𝑝𝑐𝑐𝛼𝛼𝑝𝑝} 

𝑎𝑎𝑓𝑓222 = −𝑐𝑐𝜃𝜃𝑓𝑓2{𝑐𝑐𝜃𝜃𝑓𝑓1(𝑐𝑐𝜃𝜃𝑓𝑓𝑐𝑐𝛼𝛼𝑝𝑝 + 𝑐𝑐𝜃𝜃𝑓𝑓𝑐𝑐𝛼𝛼𝑝𝑝𝑐𝑐𝜃𝜃𝑝𝑝) − 𝑐𝑐𝜃𝜃𝑓𝑓1𝑐𝑐𝜃𝜃𝑝𝑝𝑐𝑐𝛼𝛼𝑝𝑝} 
−𝑐𝑐𝜃𝜃𝑓𝑓2{𝑐𝑐𝜃𝜃𝑓𝑓1(𝑐𝑐𝜃𝜃𝑓𝑓𝑐𝑐𝛼𝛼𝑝𝑝 + 𝑐𝑐𝜃𝜃𝑓𝑓𝑐𝑐𝛼𝛼𝑝𝑝𝑐𝑐𝜃𝜃𝑝𝑝) + 𝑐𝑐𝜃𝜃𝑓𝑓1𝑐𝑐𝜃𝜃𝑝𝑝𝑐𝑐𝛼𝛼𝑝𝑝} 

𝑎𝑎𝑓𝑓232 = 𝑐𝑐𝜃𝜃𝑓𝑓𝑐𝑐𝛼𝛼𝑝𝑝𝑐𝑐𝜃𝜃𝑝𝑝 − 𝑐𝑐𝜃𝜃𝑓𝑓𝑐𝑐𝛼𝛼𝑝𝑝 
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‒ 137 ‒ 

𝑎𝑎𝑓𝑓242 = 𝑎𝑎𝑓𝑓0𝑐𝑐𝛼𝛼𝑝𝑝𝑐𝑐𝜃𝜃𝑝𝑝 + 𝑎𝑎𝑓𝑓1(𝑐𝑐𝜃𝜃𝑓𝑓𝑐𝑐𝛼𝛼𝑝𝑝 + 𝑐𝑐𝜃𝜃𝑓𝑓𝑐𝑐𝛼𝛼𝑝𝑝𝑐𝑐𝜃𝜃𝑝𝑝) 
+𝑎𝑎𝑓𝑓2{𝑐𝑐𝜃𝜃𝑓𝑓1(𝑐𝑐𝜃𝜃𝑓𝑓𝑐𝑐𝛼𝛼𝑝𝑝 + 𝑐𝑐𝜃𝜃𝑓𝑓𝑐𝑐𝛼𝛼𝑝𝑝𝑐𝑐𝜃𝜃𝑝𝑝) + 𝑐𝑐𝜃𝜃𝑓𝑓1𝑐𝑐𝜃𝜃𝑝𝑝𝑐𝑐𝛼𝛼𝑝𝑝} 
−𝑑𝑑𝑓𝑓𝑐𝑐𝛼𝛼𝑝𝑝 

𝑎𝑎𝑓𝑓312 = 𝑐𝑐𝜃𝜃𝑓𝑓2{𝑐𝑐𝜃𝜃𝑓𝑓1(𝑐𝑐𝜃𝜃𝑓𝑓𝑐𝑐𝛼𝛼𝑝𝑝 − 𝑐𝑐𝜃𝜃𝑓𝑓𝑐𝑐𝜃𝜃𝑝𝑝𝑐𝑐𝛼𝛼𝑝𝑝) + 𝑐𝑐𝜃𝜃𝑓𝑓1𝑐𝑐𝜃𝜃𝑝𝑝𝑐𝑐𝛼𝛼𝑝𝑝} 
−𝑐𝑐𝜃𝜃𝑓𝑓2{𝑐𝑐𝜃𝜃𝑓𝑓1(𝑐𝑐𝜃𝜃𝑓𝑓𝑐𝑐𝛼𝛼𝑝𝑝 − 𝑐𝑐𝜃𝜃𝑓𝑓𝑐𝑐𝜃𝜃𝑝𝑝𝑐𝑐𝛼𝛼𝑝𝑝) − 𝑐𝑐𝜃𝜃𝑓𝑓1𝑐𝑐𝜃𝜃𝑝𝑝𝑐𝑐𝛼𝛼𝑝𝑝} 

𝑎𝑎𝑓𝑓322 = 𝑐𝑐𝜃𝜃𝑓𝑓2{𝑐𝑐𝜃𝜃𝑓𝑓1(𝑐𝑐𝜃𝜃𝑓𝑓𝑐𝑐𝛼𝛼𝑝𝑝 − 𝑐𝑐𝜃𝜃𝑓𝑓𝑐𝑐𝜃𝜃𝑝𝑝𝑐𝑐𝛼𝛼𝑝𝑝) + 𝑐𝑐𝜃𝜃𝑓𝑓1𝑐𝑐𝜃𝜃𝑝𝑝𝑐𝑐𝛼𝛼𝑝𝑝} 
+𝑐𝑐𝜃𝜃𝑓𝑓2{𝑐𝑐𝜃𝜃𝑓𝑓1(𝑐𝑐𝜃𝜃𝑓𝑓𝑐𝑐𝛼𝛼𝑝𝑝 − 𝑐𝑐𝜃𝜃𝑓𝑓𝑐𝑐𝜃𝜃𝑝𝑝𝑐𝑐𝛼𝛼𝑝𝑝) − 𝑐𝑐𝜃𝜃𝑓𝑓1𝑐𝑐𝜃𝜃𝑝𝑝𝑐𝑐𝛼𝛼𝑝𝑝} 

𝑎𝑎𝑓𝑓332 = 𝑐𝑐𝜃𝜃𝑓𝑓𝑐𝑐𝛼𝛼𝑝𝑝 + 𝑐𝑐𝜃𝜃𝑓𝑓𝑐𝑐𝜃𝜃𝑝𝑝𝑐𝑐𝛼𝛼𝑝𝑝 

𝑎𝑎𝑓𝑓342 = 𝑎𝑎𝑓𝑓0𝑐𝑐𝜃𝜃𝑝𝑝𝑐𝑐𝛼𝛼𝑝𝑝 − 𝑎𝑎𝑓𝑓1(𝑐𝑐𝜃𝜃𝑓𝑓𝑐𝑐𝛼𝛼𝑝𝑝 − 𝑐𝑐𝜃𝜃𝑓𝑓𝑐𝑐𝜃𝜃𝑝𝑝𝑐𝑐𝛼𝛼𝑝𝑝) 
−𝑎𝑎𝑓𝑓2{𝑐𝑐𝜃𝜃𝑓𝑓1(𝑐𝑐𝜃𝜃𝑓𝑓𝑐𝑐𝛼𝛼𝑝𝑝 − 𝑐𝑐𝜃𝜃𝑓𝑓𝑐𝑐𝜃𝜃𝑝𝑝𝑐𝑐𝛼𝛼𝑝𝑝) − 𝑐𝑐𝜃𝜃𝑓𝑓1𝑐𝑐𝜃𝜃𝑝𝑝𝑐𝑐𝛼𝛼𝑝𝑝} 
+𝑑𝑑𝑓𝑓𝑐𝑐𝛼𝛼𝑝𝑝 

3 𝐴𝐴0 𝑓𝑓3 

𝑎𝑎𝑓𝑓113 = −𝑐𝑐𝜃𝜃𝑓𝑓3{𝑐𝑐𝜃𝜃𝑓𝑓2(𝑐𝑐𝜃𝜃𝑓𝑓1𝑐𝑐𝜃𝜃𝑝𝑝 − 𝑐𝑐𝜃𝜃𝑓𝑓1𝑐𝑐𝜃𝜃𝑓𝑓𝑐𝑐𝜃𝜃𝑝𝑝) + 𝑐𝑐𝜃𝜃𝑓𝑓2(𝑐𝑐𝜃𝜃𝑓𝑓1𝑐𝑐𝜃𝜃𝑝𝑝 
+𝑐𝑐𝜃𝜃𝑓𝑓1𝑐𝑐𝜃𝜃𝑓𝑓𝑐𝑐𝜃𝜃𝑝𝑝)} − 𝑐𝑐𝜃𝜃𝑓𝑓3{𝑐𝑐𝜃𝜃𝑓𝑓2(𝑐𝑐𝜃𝜃𝑓𝑓1𝑐𝑐𝜃𝜃𝑝𝑝 + 𝑐𝑐𝜃𝜃𝑓𝑓1𝑐𝑐𝜃𝜃𝑓𝑓𝑐𝑐𝜃𝜃𝑝𝑝) 

−𝑐𝑐𝜃𝜃𝑓𝑓2(𝑐𝑐𝜃𝜃𝑓𝑓1𝑐𝑐𝜃𝜃𝑝𝑝 − 𝑐𝑐𝜃𝜃𝑓𝑓1𝑐𝑐𝜃𝜃𝑓𝑓𝑐𝑐𝜃𝜃𝑝𝑝)} 
𝑎𝑎𝑓𝑓123 = 𝑐𝑐𝜃𝜃𝑓𝑓3{𝑐𝑐𝜃𝜃𝑓𝑓2(𝑐𝑐𝜃𝜃𝑓𝑓1𝑐𝑐𝜃𝜃𝑝𝑝 − 𝑐𝑐𝜃𝜃𝑓𝑓1𝑐𝑐𝜃𝜃𝑓𝑓𝑐𝑐𝜃𝜃𝑝𝑝) + 𝑐𝑐𝜃𝜃𝑓𝑓2(𝑐𝑐𝜃𝜃𝑓𝑓1𝑐𝑐𝜃𝜃𝑝𝑝 

+𝑐𝑐𝜃𝜃𝑓𝑓1𝑐𝑐𝜃𝜃𝑓𝑓𝑐𝑐𝜃𝜃𝑝𝑝)} − 𝑐𝑐𝜃𝜃𝑓𝑓3{𝑐𝑐𝜃𝜃𝑓𝑓2(𝑐𝑐𝜃𝜃𝑓𝑓1𝑐𝑐𝜃𝜃𝑝𝑝 + 𝑐𝑐𝜃𝜃𝑓𝑓1𝑐𝑐𝜃𝜃𝑓𝑓𝑐𝑐𝜃𝜃𝑝𝑝) 
−𝑐𝑐𝜃𝜃𝑓𝑓2(𝑐𝑐𝜃𝜃𝑓𝑓1𝑐𝑐𝜃𝜃𝑝𝑝 − 𝑐𝑐𝜃𝜃𝑓𝑓1𝑐𝑐𝜃𝜃𝑓𝑓𝑐𝑐𝜃𝜃𝑝𝑝)} 

𝑎𝑎𝑓𝑓133 = 𝑐𝑐𝜃𝜃𝑝𝑝𝑐𝑐𝜃𝜃𝑓𝑓 

𝑎𝑎𝑓𝑓143 = 𝑎𝑎𝑓𝑓0𝑐𝑐𝜃𝜃𝑝𝑝 + 𝑎𝑎𝑓𝑓1𝑐𝑐𝜃𝜃𝑓𝑓𝑐𝑐𝜃𝜃𝑝𝑝 − 𝑎𝑎𝑓𝑓2(𝑐𝑐𝜃𝜃𝑝𝑝𝑐𝑐𝜃𝜃𝑓𝑓1 − 𝑐𝑐𝜃𝜃𝑓𝑓1𝑐𝑐𝜃𝜃𝑓𝑓𝑐𝑐𝜃𝜃𝑝𝑝) 
−𝑎𝑎𝑓𝑓3{𝑐𝑐𝜃𝜃𝑓𝑓2(𝑐𝑐𝜃𝜃𝑝𝑝𝑐𝑐𝜃𝜃𝑓𝑓1 − 𝑐𝑐𝜃𝜃𝑓𝑓1𝑐𝑐𝜃𝜃𝑓𝑓𝑐𝑐𝜃𝜃𝑝𝑝) + 𝑐𝑐𝜃𝜃𝑓𝑓2(𝑐𝑐𝜃𝜃𝑓𝑓1𝑐𝑐𝜃𝜃𝑝𝑝 

+𝑐𝑐𝜃𝜃𝑓𝑓1𝑐𝑐𝜃𝜃𝑓𝑓𝑐𝑐𝜃𝜃𝑝𝑝)} 
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3 Simulation Software 

In the field of mechanics, there are many software that allow users to build models 
and perform simulations with 3D models. However, the simulation modules are 
usually given with the special models of robot, and difficult to customize the 
software with other robot models or the input parameters. In this study, a 3D 
simulation software of the robot hand has been built by the authors in Visual C++ 
with the OpenGL graphics library, where the software interfaces are shown in Fig. 
2 with the 3D model of the designed robot hand presented on the right side by 
OpenGL environment. The movement of the parts in the model is controlled by the 
transformation matrices presented in the previous section. There are three modes in 
the software as Manual Mode (Fig. 2a), Trajectory Mode (Fig. 2b) and Glove Mode 
(Fig. 2c). The use of this simulation software is briefly described by the flowchart 
in Fig. 3(a), where Glove Mode works with the glove by the process in Fig. 3(b). 
Manual Mode allows the users viewing the movement of each link by changing the 
parameters manually. In this mode, there is a grid showing the list of the joint 
variables with their minimum, maximum and current values. The user could select 
a parameter in this list and then move the slider to change its value as well as the 
movement of the 3D hand model. Trajectory Mode gives the movement view of the 
robot hand with the given joint variables loaded from a text file, where the values 
of the joint variables could be calculated from an intended trajectory by using 
software such as Matlab, Mathematica, ect., and saved to ASCII text file. Glove 
Mode is used to connect the sensory glove to the software for simulation of the 
actual hand’s movement, where the data transmission is performed through a serial 
port. To using this mode, the sensory glove, which is going to be presented in the 
next section should be connected to the computer via an USB cable. Then, the user 
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should press the “Connect to Glove …” button to set the port parameters and 
connect the sensory glove to the software. If the connection is successful, the 3D 
model will move following the human hand’s gesture. 

    
(a) Manual Mode  (b) Trajectory Mode  (c) Glove Mode 

Figure 2 
Simulation software interface 

            
(a)     (b)  

Figure 3 
Flowcharts of (a) using the simulation software and (b) working of the glove 

4 Sensory Glove 

The sensory glove in this study uses a Arduino Mega2560 microcontroller board 
based on the ATmega2560 for data acquisition from the sensors attached to the 
phalanges by using a glove. Arduino is selected because of its large RAM capacity, 
many input/output (I/O) pins, and easy to program. The sensors named as GY-521 
6DOF IMU MPU6050 are used to measure the angle between phalanges because of 
low-cost solution, where each sensor is attached to a phalange. With 22 links of the 
robot hand as shown in Table 1, 17 sensors are used to collect fully the movements 
of a human hand, which lead over the number of I/O ports of Arduino board.  
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In order to overcome this problem, I2C communication was used for multiple 
sensors with same address, where TCA9548A Address Conversion Module was 
selected because of its low cost and easy programming. The connection of the 
modules, sensors and Arduino board is shown by the diagram in Fig. 4(a). The glove 
is connected to the software by using an USB cable connecting from the USB port 
of the Arduino board to that of the computer. The Arduino board and the TCA 
modules are distributed on a base integrated with control buttons that turn on and 
off receiving data as shown in Fig. 4(a). 

    
(a)  (b) 

Figure 4 
Diagrams of (a) connection of the modules and (b) circuit distribution on the glove 

The user will put on gloves and tie the base to the arm as illustrated in Fig. 5(a) and 
connect the USB cable to the computer as shown in Fig. 5(b). The control program 
uploaded to Arduino board was coded with Arduino IDE tool, where the algorithm 
is shown in Fig. 3(b). Then, the angle between the two adjacent phalanges is 
calculated by the absolute value of the difference of two adjacent sensors along the 
axis of rotation when folding the fingers. This means that the value of the angles θi 
or αi in Table 1 is calculated from the (i-1)th and ith sensors. The Arduino board will 
send those angle values following the notation of the θi and αi parameters in Table 
1 to the simulation software on the computer as shown in the grid in Fig. 2(c).  
The software receives the values of the angles and displays the 3D robot hand model 
on the screen following correctly the gesture of the human hand as shown in Fig. 
5(b) by using the transformation matrices in the previous section. 
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(a)       (b) 

Figure 5 
Sensory glove with (a) completed product and (b) connection with the simulation software 

5 Result and Discussion 

When applying the MPU6050 sensors, one problem with the collected data from 
the sensors is that the noise from the hand shaking phenomenon for example, which 
needs to be removed [25]. In order to reduce the noise of the measured data from 
the MPU6050 sensors, Kalman filter [25-27] was applied by using open library [28]. 
The definition of this filter as 

SimpleKalmanFilter (float mea_e, float est_e, float q); 

where mea_e is measurement uncertainty, est_e is estimation uncertainty and q is 
the process variance. The suitable values for these parameters were found by 
experimental setup as shown in Fig. 6(a), where the values of mea_e, est_e and q 
have been set in this study as 0.1, 0.1 and 0.01, respectively. The setup used a 
MPU6050 sensor held by an arm assembled on the shaft of the SG90 servo motor. 
The Arduino Mega2560 board was used to control the servo motor and get the return 
data from the sensor. The motor was controlled to cyclically rotate from 0 to 90 
degrees with the velocity of 0.5 degree/ms. The X-axis angle values without and 
with Kalman filter were calculated and sent to the computer together with the angle 
value of the motor by the Arduino board. The test result is shown in Fig. 6(b), where 
the countinuous, long-dash and short-dash curves show the angles of the servo 
motor shaft, the X-angle of the sensor without and with applying Kalman filter, 
respectively. It could be seen that the curve of the angle with Kalman filter is 
smoother than the case without the filter. Then the angular velocity and acceleration 
were also calculated as plotted in Fig. 7, where the noise (see the green long-dash 
line) could be seen clearly in the measured data which induce the bad influence in 
the control process of the robot hand. When applying the Kalman filter (see the red 
short-dash line), the amplitude of the noise was significantly reduced about 50%. 
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(a) Experimental setup  (b) The angle values of the motor and the sensor 

Figure 6 
The test to measure the difference between the cases of without and with Kalman filter 

 
(a) Angular velocity 

 
(b) Angular acceleration 

Figure 7 
Results of angular velocity and acceleration 
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From the above test, the delay time was also evaluated for the delay time to calculate 
and transmit the data to the computer for one sensor to be about 4.3 ms and 5.8 ms 
for the cases of without and with applying Kalman filter, respectively. Therefore, 
the case with the filter made the delay about 1.5 ms in comparison to the case 
without the filter. When the sensory glove used with the simulation software, the 
time delay should be much larger. Figure 8 shows the frames cropped from the two 
videos recording the using the sensory glove to control the 3D robot hand model on 
the simulation software. The 3D model followed well the gestures of the human 
hand, however, there was a time delay measured about 350 ms. This time delay 
could come from both the transmission and calculation of data as well as the 
performance of drawing the 3D model on the computer. The lager delay is a 
limitation that needs to be overcome for the purpose of performing real-time tasks. 

 
(a) Video 1 

 
(b) Video 2 

Figure 8 
Frames of videos showing the tests 
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Conclusions 

This paper presented our study where a design of system with a sensory glove and 
software to simulate fully movements of humanoid robot hand was successfully 
developed. The 3D model of the robot hand was designed according to the structure 
of the human hand, however, with 22 DOF of rotation. The kinematic problem was 
then established as foundation of the simulation software built with Visual Studio 
C++. The movement data of phalanges and carpal of the 3D model hand in the 
software controlled by three different modes which are Manual, Trajectory and  
Glove Modes for different missions. In the Glove Mode, the sensory glove was 
connected to the simulation software on the computer through the serial port to 
collect the movement data of the human hand. The time delay in using the 
MPU6050 sensor without and with applying the Kalman filter was estimated.  
The 3D robot hand model followed well the gesture of the human hand but there 
was large time delay. Therefore, further development is required for many 
applications with real-time tasks. 
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