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Abstract: In this paper a decentralized nonlinear robust control (DNRC) using loop shap-
ing design procedure (LSDP) and gain scheduling (GS) technique is developed for MIMO
(multiple-input/multiple-output) systems. The nonlinear system is linearized in several equi-
librium points and for each of these latter a decentralized robust controller is calculated,
using a proposed LSDP based on RGA (Relative Gain Array) theory, to regulate the system
around the equilibrium point. To do this. The use of RGA theory is exploited to define the
structure of the weighting controller of the LSDP with the most effective input/output pair-
ing. Then, for each equilibrium point a full-order robust controller is calculated using LSDP,
which configuration is simplified exploiting the RGA theory by proposing a selection matrix
to deduce a simplified final robust controller. The overall control system is obtained by GS
technique from switching between local simplified final robust controllers according to the
scheduling parameter’s (SP) value. The proposed algorithm of control is validated on the
AERO system of Quanser.

Keywords: Quanser’s AERO; MIMO nonlinear systems; RGA theory; robustness; decentral-
ized control; gain scheduling

1 Introduction
MIMO control systems has been always a rich material of research. Due to mul-
tiavariable system’s loop interactions, this area of research challenged many re-
searchers who have proposed many solutions to deal with loop interactions. Decen-
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tralized control and decoupling have been used widely to minimize or compensate
loop interactions in MIMO processes and many studies used these two solutions
and combined them with other approaches to come up with good control systems
for MIMO processes for example in [1], the authors proposed a novel inverted fuzzy
decoupling scheme for MIMO systems with disturbance and the case of binary dis-
tillation column has been studied. In [2] an adaptive fuzzy decentralized control
for a class of large-scale MIMO nonlinear state delay systems with unmodeled dy-
namics subject to unknown input saturation and infinite number of actuator failures
was proposed. A review of the most extensively applied coupling interaction anal-
ysis and decoupler design methods for industrial processes is carried out in [3]. In
[4], the authors reviewed and proposed a classification of a number of decentral-
ized, distributed and hierarchical control architectures for large scale systems. An
analysis and design of robust multivariable control systems focusing on practical
feedback control and not on system theory in general is presented in [5]. [6] offers
a novel take on advanced control engineering design techniques for wind turbine
applications. In [7] a nonlinear intelligent decoupling controller is developed to sta-
bilize the levitation system. The control architecture consists of three components:
(1) fuzzy sliding mode technique for the uncertainty in the system parameter; (2)
force distribution for decoupling; (3) extended state observer for compensating the
system disturbance. However, to manage loop interactions one must quantify them
first. In this context, many tools have been proposed in the literature to solve this
issue [8, 9]. The RGA theory [10] is one of these tools that offers a simple way of
calculating loop interactions and many extensions of this theory have been devel-
oped [11, 12, 13].

Recently, considerable attention has been paid to the control design of robots and
helicopters specifically due to their potential military and civil applications see for
instance [14, 15, 16]. The challenges in controller design for those type of systems
originates from their particular characteristics namely nonlinearity, loop interactions
and uncertainties. In the last two decades, many works have been reported in the
area of control design for flying vehicles. A 2 DoF Helicopter is a typical MIMO
nonlinear system with loop interactions. Hence, it is an ideal test bed to verify the
effectiveness of various control schemes. In [17], LQR and LQR-I controllers are
designed and have been turned out to be powerful in stabilization and also in track-
ing desired command input. However, controllers in [17] are not able to handle few
uncertainties like, unmodeled elements and external disturbances. This requires the
design of a robust controller which can handle above difficulties. In [18], the H∞

loop shaping framework has been extended by applying two methods of compen-
sator synthesis approach for tracking desired pitch and yaw angles of helicopter.
The decentralized discrete-time neural control strategy has been presented in [19]
to control pitch and yaw angles. A backstepping controller synthesis methodol-
ogy has been presented in [20]. By suitably combining adaptive control and LQR-I
control, a new robust control scheme has been presented in [21]. Furthermore, a
multivariable adaptive sliding mode observer based robust control strategy is pre-
sented in [22]. From [23], an intelligent proportional–integral (iPI) is proposed
using Takagi-Sugeno Fuzzy (TSF) logic for twin rotor aerodynamic systems. In
[24] an hybrid PID controller was implemented using FPGA for a real time TRMS
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control. Zeghlache and Amardjia proposed in [25] Real time implementation of non
linear observer-based fuzzy sliding mode controller for a twin rotor MIMO system
(TRMS).

In this paper, we use Quanser 2 DoF laboratory helicopter to investigate the robust
stability and tracking control performances of the proposed decentralized nonlinear
robust control. A 2 DoF Helicopter is a typical MIMO nonlinear system with cross
couplings or process interactions and unmodeled dynamics. Hence,it is an ideal test
bed to verify the effectiveness of various control schemes.

Otherwise, LSDP approach [26] is considered as one powerful tool for robust con-
trol system design, for handling model uncertainties and bounded external pertur-
bations, that has been proven to be effective in industrial design. This approach
involves the robust stabilization of additive perturbations of normalized coprime
factors of a shaped plant. Prior to robust stabilization, the open-loop singular values
are shaped using a weighting controller to give a desired open-loop shape which
corresponds to a good closed-loop performance. The LSDP has attracted many
researchers since 19th century, thanks to its simplicity and robustness as a result
many theoretical researches and applications has been done [5, 27, 28, 29, 30]. For
instance, in [31] the authors proposed a robust loop-shaping control for a nano-
positioning stage. A multi-objective differential evolution (MODE)-based extended
H-infinity controller for autonomous helicopter has been developed in [32]. A new
Suggested Model Reference Adaptive Controller for the Divided Wall Distillation
Column is suggested in [33].

However, a successful design using LSDP depends on the appropriate choice of
weighting controllers. The selection of these latter is usually done by a trial-and-
error method and is based on the designer’s experience. Motivated by this fact, we
propose the use of RGA theory to decide the structure of the weighting controller to
yield a decentralized control structure which minimise loop interaction in a multi-
loop context. The obtained LSDP controller will be a full-order matrix that we
propose to simplify their structure using the RGA theory again.

In the other hand, most engineering system are non linear. Synthesis of nonlinear
control systems interested many researchers. For instance, in [34] an approach to
the design of nonlinear state-space control systems is presented. The approach is
supported by a geometrical illustration of systems evolution in the state space. In
our case, to move to the nonlinear case, we will be using GS technique. The basic
idea is to divide the synthesis of a control system to two steps. The first step is
the linearization on equilibrium points, which is based on the approximation of the
nonlinear system with a set of linear local models computed for a family of fixed
values of the SP ρρρ . Then an offline calculation of a controller using linear control
strategies is applied to the linearized model at each equilibrium point. The second
step, is accomplished by switching or interpolating the local controllers obtained for
each operating point. The interpolation/switching is made from a set of SP ρρρ that
capture the change in the system’s equilibrium point. Thus, the dynamic behavior
of a control system changes with the operating point. The GS technique is widely
used to control nonlinear system [35, 36, 37, 38].
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1.1 Main contribution

In literature, we precise that to guarantee MIMO process regulation, a several MIMO
control approaches were proposed namely the sliding mode control [39, 40] and the
adaptive predictive control [41, 42]. Adaptive predictive control is used to deal with
some critical parameters in the system structure. In the other hand, sliding mode
control deals with uncertainties in rapidly changing parameters and unstructured
uncertainties. Then the adaptive predictive control and sliding mode control algo-
rithms allow handling changes in the system’s dynamics with respect to parametric
uncertainties. Nevertheless, these algorithms don’t deal with the input/output in-
teractions problem using multiloop control structure design by exploiting a set of
controllers. Consequently, we place ourselves in the so-called decentralized control
which have proven its effectiveness compared to the centralized control dealing with
the process interactions. Furthermore, because of the process interactions a change
in a manipulated variable affects all the controlled variables and it is not always
clear which input should be ”paired” with which output to synthesize an effective
control system. In this regard, we have studied the RGA theory and the LSDP ap-
proach which offers the following advantages. The RGA theory is used to quantify
the loop interaction in MIMO systems. Thus, it could be made use of to decide
the best control structure in a decentralized configuration framework. The LSDP
controller tracks desired response quickly with minimum overshoot in presence of
parametric uncertainties. However for MIMO systems a full order MIMO controller
is obtained and things can gets complicated if the system has many inputs/outputs
or important loop interactions. If LSDP approach and RGA theory are combined
and a new algorithm is proposed, we can have all the advantages in one algorithm.
This thought has motivated us to develop a new robust control algorithm. Thus, we
propose the use of RGA theory to decide the structure of the weighting and the final
robust controllers of the LSDP approach. To apply the proposed algorithm to non-
linear systems we used GS technique. Therefore, a set LSDP controller is calculated
for a predefined number of equilibrium points. The overall controller is obtained by
switching between these controllers. To demonstrate the superiority of the proposed
controller, experimental results are obtained on a 2 DoF helicopter which is fourth
order, two-input/two-output, nonlinear coupled system. The obtained results are
quite satisfactory and support the validity of the analysis developed.

1.2 Structure of the paper

This paper is structured as follows: the first section is an introduction, where we
present the essential of our work and the main contribution. The second section:
‘background’ we briefly review the notion of decentralized control and we introduce
the RGA theory, then a brief introduction to the LSDP approach. In the third section
‘Main results’ we propose the use of the RGA theory to decide on the structure
of the weighting controller matrix’s configuration. Then, the LSDP approach is
used to calculate for each equilibrium point a final robust controller. These latter
are simplified using RGA theory and a global robust controller is synthesized by
exploiting the GS technique. In the fourth section ‘Experimental validation: AERO
system’ the proposed algorithm is tested on a 2 DoF helicopter.
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2 Background
In this section we present the notions of decentralized control and RGA theory along
with LSDP approach.

2.1 Decentralized control and RGA theory
The decentralized control [43, 44, 45], is based on a multiloop control structure
i.e. the use of n SISO controllers to control a multivariable process with n in-
puts/outputs. Each loop is defined by an input u j and its associated output yk. The
selection of input/output pairing can be decided using the RGA theory [10]. In fact,
for most MIMO systems, each input affects all measured outputs, and it is not al-
ways clear which input should be ”paired” with which output to calculate the most
efficient control. Therefore the RGA theory is a one tool that allows to fix the most
effective input/output pairing that allows to minimize loop interactions. Therefore,
to minimize undesired interactions, pairings corresponding to a RGA element as
close to one as possible should be selected, see for instance [11]. The RGA metric
is given by:

ΛΛΛ = GGG(s = 0)�GGG−T (s = 0) = [λ jk]1≤ j,k≤n (1)

such that GGG(s = 0) is the system transfer matrix and ”�” is the Hadamard product
(product element by element). Consequently, based on values of λ jk, the configura-
tion of the decentralized controller KKKd(s) is decided as follows:

KKKd(s) :

{
Kk j(s) 6= 0 i f λ jk is the closest to 1
Kk j(s) = 0 else

(2)

2.2 LSDP approach
Many industrial systems are characterized by parametric uncertainties that may oc-
cur during their functioning and affect their dynamics. This phenomenon may cause
problems specially for systems where parameter’s precision is important namely the
aeronautical and chemical systems (missiles, planes, batch reactors, CSTR, etc ...)
where parameters uncertainties affect adversely the system’s functioning. Calculat-
ing a controller for this type of systems is not an easy task because these uncertain-
ties must be taken into account in order to obtain efficient control systems, which
called robust control. The LSDP developed by [26] is one of these robust control
approaches.

The LSDP is based on the exploitation of a filter called weighting controller KKK(s)
to shape the singular values of open loop’s transfer matrix GGG(s). The weighting
controller KKK(s) serves to ameliorate the open loop performances. Typically, it aims
to ensure high singular values at low frequencies (to ensure a zero static error in the
case of a tracking reference) and low singular values at high frequencies (to ensure
robustness against disturbance rejection). In this case, we get the shaped system
GGGsh(s) = GGG(s)KKK(s), which can be written in a state space representation [29]:{

ẋxx(t) = AAAsh xxx(t)+BBBsh uuu(t)
yyy(t) =CCCsh xxx(t)+DDDsh uuu(t) (3)
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with xxx(t)∈Rm×1, uuu(t)∈Rn×1, yyy(t)∈Rp×1 are the states, inputs and outputs vectors,
AAAsh ∈Rm×m, BBBsh ∈Rm×n, CCCsh ∈Rn×m and DDDsh ∈Rn×n are the state matrices such that
pairs of state space matrices (AAAsh,BBBsh) and (AAAsh,DDDsh) are respectively controllable
and observable with m ∈ N+ is the order of the system.

Thereafter, [26] proposed the computation of a robust controller KKK∞(s) guaranteeing
robust stability against parametric uncertainties. The robust controller is defined as:

KKK∞(s) :=

(
AAAsh +BBBshFFF + ε−2

max(LLL
T )−1YYYCCCT

sh(CCCsh +DDDshFFF) ε−2
max(LLL

T )−1YYYCCCT
sh

BBBT
shXXX −DDDT

sh

)
(4)

with a maximum stability margin given as :

εmax = (1+βmax(XXXYYY ))−
1
2 (5)

where the parameters FFF , LLL, YYY and XXX are calculated matrices given in [15]. The final
robust Controller KKK f (s) is Computed as:

KKK f (s) = KKK(s)KKK∞(s) (6)

In order to ensure the robust stability of the closed loop system with respect to
parameter uncertainties, the following theorems are proposed in the literature:

Theorem 1. [26]
Consider a shaped plant GGGsh(s) and the stability margin εmax. A robust controller
KKK∞(s) stabilizes the uncertain system GGGsh,∆(s):

i). KKK∞(s) stabilizes GGGsh(s).

ii).
∥∥∥∥[ KKK∞

III

]
(III−GGGshKKK∞)

−1K̃KK−1
sh

∥∥∥∥
∞

≤ ε−1 for all ε ≤ εmax

�

Theorem 2. [27]
Consider a shaped plant GGGsh(s) and its robust controller KKK∞(s) calculated for the
stability margin εmax. Then the following properties are equivalent:

a). The robust controller KKK∞(s) guarantees the closed loop stability of all uncer-
tain systems GGGsh,∆(s) with a stability margin εmax.

b). The robust controller KKK∞(s) stabilizes the uncertain systems GGGsh,∆(s) such as
δg
(
GGGsh,GGGsh,∆

)
≤ εmax where δg is the gap metric.

�

From Theorems 1 and 2, we note that the robust controller KKK∞(s) obtained by LSDP
approach for the shaped system GGGsh(s) with maximum stability margin εmax, ensures
the stabilization of all uncertain systems GGGsh,∆(s). Also, we note a fundamental link
between the stability margin εmax and the effect of the stabilization of the robust
controller KKK∞(s).
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3 Main results
In this section we present the essential of our work: The DNRC.

3.1 LSDP based on RGA theory
At this point, we propose the exploitation of RGA theory with the LSDP approach to
develop an algorithm to control nonlinear multivariable uncertain systems guaran-
teeing both robust stability and reference tracking. The combination of RGA theory
with the LSDP approach allows to adjust:

- The weighting controller matrix’s configuration.

- The final robust controller matrix’s configuration.

The RGA has been selected because it provides a quite simple way of choosing the
best input/output pairing configuration to minimize loop interactions. The LSDP
controller’s configuration must preserve the decentralized control structure defined
from RGA theory. Therefore, the LSDP approach can be reformulated as follows:

Step 1 - RGA calculation: given the open loop plant’s transfer matrix GGG(s),
calculate ΛΛΛ from (1).

Step 2 - Loop Shaping technique based on RGA theory: to accentuate the
most effective input/output pairing based on the RGA theory, we propose to
fix the configuration of the weighting controller or the filter of the LSDP as
KKKd(s) defined in (2). This configuration results from the RGA elements of ΛΛΛ

pointed in step 1.

The LS technique provides the shaped system given by:

GGGsh(s) = GGG(s)KKKd(s) (7)

Step 3 - Value of KKKd(s): typically the designer chooses the elements Kk j(s), j,k=
1, . . . ,n as low pass filters in order to have a sufficiently small open-loop sin-
gular values in high frequencies in order to assure a good tracking perfor-
mance with high open-loop singular values in low frequencies to improve
noise rejection.

Our next proposition is to exploit the RGA again to simplify the final robust con-
troller KKK f (s) calculated using LSDP approach. The proposed simplified final robust
controller K̃KK f (s) is determined to emphasize the interaction (uk/y j) approved by the
RGA theory. Therefore, the simplified final robust controller is calculated:

K̃KK f (s) = PPP�KKK f (s) (8)

where KKK f (s) is the final robust controller:

KKK f (s) = KKKd(s)KKK∞(s) =
[
K f ,k j(s)]1≤ j,k≤n

]
(9)

and PPP ∈ Rn×n is a selection matrix determined based on the RGA theory as:{
Pk j = 1 i f λ jk is the closest to 1
Pk j = 0 else

(10)
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3.2 DNRC

We consider a linearization of the system in a set of L equilibrium points, where for
each equilibrium point a simplified final robust controller is calculated using LSDP
approach. All resulting simplified final robust controllers are interpolated using the
GS technique to regulate the nonlinear MIMO system.

Considering a nonlinear continuous-time system described by its ordinary differen-
tial equation (ODE) [45, 46]

∑ :
{

ẋxx(t) = fff (xxx(t),uuu(t))
yyy(t) = ggg(xxx(t),uuu(t)) (11)

We note that each equilibrium point (xxxeq,uuueq) can be defined function of the SP ρρρ

[47, 48]. This latter is fixed as the output vector ρρρ = yyy(t). For an equilibrium point
(xxxeq(ρρρ),uuueq(ρρρ)), the functions fff and ggg are approximated to provide the following
linear representation:

GGGeq(s) :

{
ẋxx(t) = AAAeq(ρρρ) xxx(t)+BBBeq(ρρρ) uuu(t)

yyy(t) =CCCeq(ρρρ) xxx(t)+DDDeq(ρρρ) uuu(t)
(12)

where AAAeq(ρρρ), BBBeq(ρρρ), CCCeq(ρρρ) and DDDeq(ρρρ) are obtained by linearization (or first-
order Taylor expansion) of the functions fff , ggg at the equilibrium point (xxxeq(ρρρ),uuueq(ρρρ))
[13].

We precise that we will obtain a set of L simplified final robust controller based
on the LSDP approach applied for each equilibrium point. In fact, for each linear
transfer matrix GGGi

eq(s) associated to the ith equilibrium point characterized by the SP
ρρρ i, we compute the shaped system GGGi

sh(s) using (7), the maximum stability margin
ε i

max using (5), the robust controller KKKi
∞(s) using (4), the final robust controller KKKi

f (s)

from (9) and the simplified final robust controller K̃KKi
f (s) by (8) and (10).

The L simplified final robust controllers K̃KKi
f (s), i = 1, . . . ,L are used to design

a global robust controller KKKglobal(s) for the nonlinear system by exploiting the
GS technique by switching between the different simplified final robust controllers
K̃KKi

f (s) depending on the value of the SP ρρρ as follows:

KKKglobal(s) =

{
K̃KKi

f (s) i f ρρρ
i ≤ ρρρ < ρρρ

i+1, i = 1, . . . ,L−1

K̃KKL
f (s) i f ρρρ

L ≤ ρρρ < ρρρ
f

(13)

The proposed DNRC is detailed in algorithm 1.
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Algorithm 1 algorithm of synthesis of DNRC system

1. Given a nonlinear system described by its ODE (11), fix the SP ρρρ as the output
vector.

2. Based on the dynamics of the system, fix the equilibrium points
(xxxi

eq(ρρρ
i), uuui

eq(ρρρ
i)), i = 1, . . . ,L.

3. Using linearization, calculate the state matrices AAAi
eq, BBBi

eq,CCC
i
eq and DDDi

eq function
of SP ρρρ for each equilibrium point.

4. Based on the RGA metric ΛΛΛ, fix the configuration for the future weighting con-
troller matrices KKKi

d(s) = [Ki
k j(s)]; j,k = 1 . . . ,n associated to the ith equilibrium

point and calculate the transfer matrices GGGi
eq(s) and the shaped transfer matrices

GGGi
sh(s) using (7).

5. Exploit the LSDP approach combined with RGA theory to calculate a robust
KKKi

∞ using (4) for each equilibrium point.

6. Calculate the final controllers KKKi
f (s), i = 1, . . . ,L stabilizing GGGi

sh(s) using (9)
for each equilibrium point.

7. Calculate the simplified final robust controller K̃KKi
f (s), i = 1, . . . ,L using (8) and

(10).

8. Interpolate the L simplified final robust controllers K̃KKi
f (s), i = 1, . . . ,L, to yield

the global robust controller KKKglobal(s) by switching between K̃KKi
f (s), i = 1, . . . ,L

according to the value of SP ρρρ as described in (13).

Clearly from theorems 1 and 2, at each equilibrium point the robust controller KKKi
∞

stabilizes the associated shaped plant GGGi
sh and we have the performance of the LSDP

approach which guarantees the robust stability of the uncertain systems resulting
from parameter uncertainties or external perturbation. This robustness property will
therefore be reflected in the global robust controller KKKglobal .

4 Experimental validation: AERO system
The proposed DNRC is practically tested on a TITO system namely the 2 DoF
laboratory helicopter: AERO system of Quanser.

4.1 System’s description and modeling
The Quanser’s AERO, is a fully integrated 2 DoF dual-motor laboratory test plat-
form, designed for control experiments and research for aerospace application. The
workstation, consists of an helicopter model mounted on a fixed base with two pro-
pellers that are driven by DC motors. The front propeller controls the elevation of
the helicopter nose about the pitch axis and the back propeller controls the side to
side motions of the helicopter about the yaw axis. The pitch and yaw angles are
measured using high resolution encoders. The pitch and yaw encoder and motor
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Figure 1
Free-body diagram of the 2 DOF laboratory helicopter

signals are transmitted via a slip ring. This eliminates the possibility of wires tan-
gling on the yaw axis and allows the yaw angle to rotate freely about 360 degrees.
However, due to physical limitations, the pitch body is limited to ±60 degrees. The
helicopter setup consists of two degrees of freedom as shown in Figure 1: a motion
around the Z axis (yaw), represented by angle ψ , and the rotation around the Y axis
(pitch), represented by the angle θ . The input voltages to the DC motors are the
control variables and the objective is to control the pitch and yaw angles so as to
make the system to track the reference trajectory.

The nonlinear equations of motion of the helicopter system derived using the Euler-
Lagrange formula, are as follows :{
(Jp +ml2)θ̈(t) = KppVmp(t)+KpyVmy(t)+mglcosθ −Bpθ̇(t)+ml2sinθcosθψ̇(t)2

(Jy +ml2cos2θ)ψ̈(t) = KypVmp(t)+KyyVmy(t)−Byψ̇(t)+2ml2sinθcosθψ̇(t)θ̇(t)
(14)

where θ(t), θ̇(t),ψ(t), ψ̇(t),Fp,Fy,Vmp,Vmy are respectively the pitch angle, pitch
velocity, yaw angle, yaw velocity, pitch thrust force, yaw thrust force, control input
voltage to pitch and yaw motor. The specifications of various parameters of the
system are given in Table 1.
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Table 1
AERO Parameters.

Symbol Description Value Unit

Jp Total moment of inertia about pitch axis 0.0384 Kg.m2

Jy Total moment of inertia about yaw axis 0.0432 Kg.m2

Bp Equivalent viscous damping about pitch axis 0.8 N/V
By Equivalent viscous damping about yaw axis 0.318 N/V
Kpp Thrust force constant of yaw motor 0.204 N.m/V
Kyy Thrust torque constant of yaw axis from yaw motor 0.072 N.m/V
Kpy Thrust torque constant acting on pitch axis from yaw motor 0.0068 N.m/V
Kyp Thrust torque constant acting on yaw axis from pitch motor 0.0219 N.m/V
m Total moving mass of the helicopter 1.3872 Kg
l Center of mass length along helicopter body from pitch axis 0.186 m
g Gravitational acceleration 9.81 m/s2

The nonlinear equations (14) of the AERO takes the form of (11) with:

xxx(t) =


θ(t)
ψ(t)
θ̇(t)
ψ̇(t)

 ; uuu(t) =
(

Vmp(t)
Vmy(t)

)
; yyy(t) =

(
θ(t)
ψ(t)

)

fff (xxx(t),uuu(t)) =



θ̇(t)

ψ̇(t)

KppVmp +KpyVmy +mglcosθ −Bpθ̇(t)+ml2sinθcosθ(ψ̇(t))2

KypVmp +KyyVmy−Byψ̇(t)+2ml2sinθcosθψ̇(t)θ̇(t)


ggg(xxx(t),uuu(t)) =

(
θ(t) 0 0 0

0 ψ(t) 0 0

)
(15)

The first step of algorithm 1 is the fixing of the SP ρρρ . We will consider the output
vector yyy(t) as SP:

ρρρ =

(
θeq
ψeq

)
(16)

The SP ρρρ define the equilibrium point (xxxeq,uuueq) of the nonlinear system (14) and
verify:

fff (xxxeq(ρρρ),uuueq(ρρρ)) = 0 (17)

where :

xxxeq = ρρρ ; uuueq =

(
Vmp,eq
Vmy,eq

)
(18)
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Yaw input voltage function of outputs angles

From (15) and (17) and after calculation, we get:

Vmp,eq = mgl cosθeq
Kyy

KppKyy−KpyKyp

Vmy,eq =−
Kyp

Kyy
Vmp,eq

(19)

The dynamics of the AERO is presented in Figures 2 and 3 where the yaw rotates
freely about 360 degrees however the pitch rotation is delimited to±60 degrees due
to physical constraints so the the operational domain is limited to:

−60◦ ≤ θeq ≤ 60◦

−360◦ ≤ ψeq ≤ 360◦
(20)

Based on Figures 2 and 3, we notice that the system’s dynamics is rather linear for
θeq ≤ 0 and θeq > 0 so we will fix the equilibrium points based on this ascertainment
as follows:

(xxx1
eq(ρρρ

1),uuu1
eq(ρρρ

1)) :


θ

1
eq =−60◦

ψ
1
eq =−360◦

V 1
mp,eq = 6.7726 V

V 1
my,eq =−2.06 V

; (xxx2
eq(ρρρ

2),uuu2
eq(ρρρ

2)) :


θ

2
eq = 60◦

ψ
2
eq =−360◦

V 2
mp,eq = 6.7726 V

V 2
my,eq =−2.06 V

(21)

which constitutes step 2 of algorithm 1 for L = 2.

Taking into account (15), the linearization of (14) around an equilibrium point
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(xxxeq(ρρρ),uuueq(ρρρ)) using first-order Taylor expansion is given:

AAAeq(ρρρ) =



0 0 1 0

0 0 0 1

mgl
Jp +ml2 sinθeq 0 −

Bp

Jp +ml2 0

(KypVmp,eq +KyyVmy,eq)

Jy +ml2cos2θeq
2ml2sinθeqcosθeq 0 0 −

By

Jy +ml2cos2θeq



BBBeq(ρρρ) =



0 0

0 0

Kpp

Jp +ml2
Kpy

Jp +ml2

Kyp

Jy +ml2cos2θeq

Kyy

Jy +ml2cos2θeq


;

CCCeq(ρρρ) =

(
1 0 0 0
0 1 0 0

)
;

DDDeq(ρρρ) =

(
0 0
0 0

)

(22)

which constitutes step 3 of algorithm 1.

4.2 DNR controller
The next step is the decision on the weighting controllers configuration, to do so it is
necessary to discuss input/output pairing of the studied AERO. Thus, we calculated
the RGA ΛΛΛ of the system using (1) . After variation of the SP ρρρ = (θeq ψeq)

T , we
notice that ΛΛΛ in all equilibrium points is constant and given as:

ΛΛΛ =

(
1.0102 −0.0102

−0.0102 1.0102

)
(23)

Therefore, the pairing (Vmp/θ ,Vmy/ψ) is fixed, which means we will amplify the
interaction between the voltage Vmp and the pitch rotation θ on one hand and the
voltage Vmy and the yaw rotation ψ on the other hand. In this way, based on (2), the
weighting controllers KKKi

d(s) will take the following form :

KKKi
d(s) =

(
Ki

1(s) 0

0 Ki
2(s)

)
f or i = 1,2 (24)

with :

Ki
1(s) =

250s2 +15040s+4000
s2 +100s

Ki
2(s) =

101s2 +105s+500
s2 +100s

(25)
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As stated in step 4 of algorithm 1, we calculate for each equilibrium point the trans-
fer matrices GGGi

eq(s). The results are presented in Table 2 along with the local sub-
models parameters. Afterwards, the shaped systems GGGi

sh,eq(s) = GGGi
eq(s) KKKi

d(s), i =
1,2 are calculated.

Table 2
Equilibrium points (xxxi

eq,uuu
i
eq) and their corresponding transfer matrices GGGi

eq.

i

θ i
eq

ψ i
eq


V i

mp,eq

V i
my,eq

 GGGi
eq ε i

max

1

 −60

−360


6.7726

−2.06




−2.06
s2 +9.26s+24.65

0.07871
s2 +9.26s+24.65

0.3828
s2 +5.558s

1.259
s2 +5.558s

 0.4669

2

 60

−360


6.7726

−2.06




2.361
s2 +9.26s−24.65

0.07871
s2 +9.26s−24.65

0.3828
s2 +5.558s

1.259
s2 +5.558s

 0.4103

Therefore, the nonlinear behavior of the system ∑ is described by switching between
local models GGGi

eq ; i = 1,2 according to the SP ρρρ = (θeq ψeq)
T .

∑ :=

{
GGG1

eq i f −60◦ ≤ θ(t)≤ 0◦ and −360◦ ≤ ψ(t)≤ 360◦

GGG2
eq i f 0 < θ(t)≤ 60◦ and −360◦ ≤ ψ(t)≤ 360◦

(26)

Taking into account steps 5, 6 and 7 of algorithm 1, the resulting simplified final
robust controllers K̃KKi

f (s) = PPP�KKKi
f (s) calculated using (8)-(10) are given by:

K̃KKi
f (s) =

(
Ki

f12
(s) 0

0 Ki
f21
(s)

)
; i = 1,2 (27)

where Ki
f12
(s) and Ki

f21
(s) are calculated and presented in Appendix A using (4) and

(6) with PPP is the selection matrix determined from RGA theory, as detailed in (10):

PPP =

(
1 0

0 1

)
(28)

Then, as stated in (13) the global robust controller Kglobal of the AERO is con-
structed by switching between simplified final robust controllers K̃KKi

f , i = 1,2. Ac-
cording to step 8 of algorithm 1, the switching between the simplified final robust
controllers depends on the selection signal Is which determines the position of the
switcher according to the value of SP ρρρ as detailed as follows:{

Is = 1 and KKKglobal = K̃KK1
f i f −60◦ ≤ θ(t)≤ 0◦ and −360◦ ≤ ψ(t)≤ 360◦

Is = 2 and KKKglobal = K̃KK2
f i f 0 < θ(t)≤ 60◦ and −360◦ ≤ ψ(t)≤ 360◦

(29)
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The experimental validation was assured thanks Quanser AERO USB experiment.
This latter interfaces with Quanser control software QUARC running on a labora-
tory PC via a standard USB 2.0 connection. The Quanser AERO USB can be used
with MATLAB/Simulink and Quanser QUARC software. With the USB version of
the experiment, the experimental sheme control represented in Figure 4 is charac-
terized by:

• Quanser Control Software (required for Quanser AERO USB experiment):
QUARC for MATLAB/Simulink transfers the control signals Vmp and Vmy
generated by the controller and it also allows the acquisition of pitch and yaw
angles measured through optical encoders.

• A PC with MATLAB/Simulink and QUARC installed.

• QFLEX 2 USB panel for real time communication with PC.

• Quanser’s 2 DoF helicopter: AERO system.

Figure 4
Experimental scheme

Figure 5 shows the the experimental setup. For more informations about the QUARC
and the helicopter AERO of QUANSER one can refers to their data-sheets [49, 50].
We precise that, in our case, the sampling time was fixed as Te = 0.02s.

Figures 6, 8 and 10 includes evolution of output and reference signals, control sig-
nals and selection indicator Is respectively.

On examining Figure 6, output signals θ(t) and ψ(t) are observed to follow the
reference signals rθ and rψ respectively. This highlights the good performance of
the global controller KKKglobal according to the switching between the tho simplified
final robust controllers K̃KKi

f (s); i = 1,2. These controllers come into play by apply-
ing the control by GS technique as a function of the variation scheduling vector ρρρ

controlling the switching from one controller to another. This is illustrated in Figure
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Figure 5
Quanser’s AERO System

10 where the selection indicator Is shows the switching between the simplified final
robust controllers which is essential to produce the control signal uuu(t) presented in
Figure 8 guaranteeing the regulation of the AERO system.

Processes are subject to uncertainties in their parameters and perturbations that may
affect their dynamics during operation. Therefore, it is worth to investigate the
effectiveness of the synthesized controller with such circumstances. To test the
robustness of the global controller Kglobal , a manual perturbation is applied to the
process to the rotation of the pitch θ while operating to test the reaction of the
control. Figures 7, 9 and 11 present the same previous signals with the applied
perturbation.

Figure 7 shows that at the moment of the application of the perturbation due to loop
interactions, the yaw angle ψ loosed its trajectory but quickly returned to the desired
trajectory. This can be seen at Figure 11, such that at the time of the disturbance,
we have a variation of the selection indicator Is in order to switch between the 2
robust controllers K̃KK1

f (s) and K̃KK2
f (s). Therefore, from this switching, we observe

from Figure 9 the calculation of new values of control signals Vmp and Vmy in order to
compensate and to cope with the manual disturbance. Finally, these Figures shows
the robustness of the proposed global robust controller.

5 Conclusion
A DNRC algorithm of control of nonlinear MIMO systems was proposed using
LSDP approach combined with RGA theory and GS technique which has been
experimentally validated and proved to be a highly effective control strategy for
handling model uncertainties and bounded external perturbations. This was clearly
demonstrated through the case study using the 2 DoF laboratory helicopter. The
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Evolution of output and reference signals without
perturbation
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Evolution of output and reference signals with per-
turbation
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Evolution of control signals without perturbation
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Evolution of control signals with perturbation
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Figure 10
Evolution of the selection indicator Is without per-
turbation

Time(s)

0 10 20 30 40 50 60 70 80 90 100

S
e
l
e
c
t
i
o
n
 s

i
g
n
a
l
 I

s
 

0.5

1

1.5

2

2.5

Figure 11
Evolution of the selection indicator Is with perturba-
tion

results show that the developed control strategy offers good performances in terms
of robust stability, reference tracking and perturbation’s rejection.
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A Robust Controllers

K1
f ,11(s) =

4.327e7s8 +4.475e9s7 +1.978e11s6 +3.618e12s5 +2.851e13s4

731s9 +1.828e5s8 +2.108e7s7 +1.185e9s6 +3.033e10s5 +3.022e11s4

+9.087e13s3 +1.42e14s2 +6.264e13s+8.192e12

+9.913e11s3 +1.85e12s2 +4.293e11s

K1
f ,22(s) =

3.404e6s8 +3.668e8s7 +1.813e10s6 +3.978e11s5 +2.279e12s4

731s9 +1.828e5s8 +2.108e7s7 +1.185e9s6 +3.033e10s5 +3.022e11s4

+4.853e12s3 +1.024e13s2 +5.699e12s+8.733e11

+9.913e11s3 +1.85e12s2 +4.293e11s

(30)

K2
f ,11(s) =

4.467e7s8 +4.767e9s7 +2.235e11s6 +4.599e12s5 +4.246e13s4

660.4s9 +1.587 5s8 +1.813e7s7 +1.035e9s6 +2.78e10s5 +3.023e11s4

+1.595e14s3 +2.425e14s2 +9.24e13s+1.021e13

+1.05e12s3 +2.143e12s2 +5.033e11s

K2
f ,22(s) =

2.68e6s8 +3.447e8s7 +2.002e10s6 +4.725e11s5 +2.745e12s4

660.4s9 +1.587e5s8 +1.813e7s7 +1.035e9s6 +2.78e10s5 +3.023e11s4

+5.871e12s3 +1.244e13s2 +7.04e12s+1.092e12

+1.05e12s3 +2.143e12s2 +5.033e11s

(31)
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