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Abstract: An objective measure for image quality assessment based on a direct comparison 

of visual gradient information in the test and reference images is proposed. A perceptual 

model is defined to provide local estimates of gradient preservation and investigate 

perceptual importance pooling of such local quality estimates by using the lowest scores. 

The proposed perceptual pooled measure is validated using extensive subjective test 

results. Results indicate that the proposed measure is perceptually meaningful in that it 

corresponds well with the results of subjective evaluation and can outperform actual 

objective metrics. 
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1 Introduction 

Recent years have seen tremendous growth in visual information representation 

and communication applications whose performance depends greatly on the 

quality of output images. Subjective trials and mean opinion scores (MOS) are the 

most relevant way of assessing image quality but they are inconvenient, slow, and 

expensive for most real applications. Objective image quality metrics predict 

perceived image quality computationally. 

Objective image and video quality assessment measures have been used in 

numerous applications. Most of the applications relate to situations where it is 

necessary to evaluate the quality of a modified version of the reference (original, 

source) image or they have been used in situations where a comparison is 

converted into something that is not the signal quality, such as a set of measured 

data or decisions [1]. Thus, image and video quality assessment measures have 
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been used in the following applications: steganography, digital image 

watermarking, image fusion quality assessment, noise removal, image 

enhancement, the assessment of the success of super-resolution techniques, 

assessing the quality of the resolution degraded images, dynamic range image 

conversion, coding, remote sensing, video surveillance, object identification, 

object tracking, classification, analysis of quality of service, etc. 

This paper explores the feasibility of a gradient preservation framework, 

successfully applied to image fusion evaluation [2], in the domain of objective 

full-reference image quality assessment. The proposed method is a customized 

and linearized version of the initial framework and is tested on well known, 

publicly available subject-rated image databases with different distortion types 

and levels of distortion [3-7]. The performance is compared with actual image 

quality assessment measures: peak signal-to-noise ratio (PSNR), structural 

similarity index (SSIM) [8], as well as its relatives – universal image quality index 

(UIQI) and multi-scale structural similarity (MS-SSIM) [9], visual information 

fidelity (VIF) [10], visual signal-to-noise ratio (VSNR) [11], most apparent 

distortion (MAD) [12] and edge preservation measure (QAB) [13]. 

Image gradient has, in recent years, been used in an increasing number of ways in 

assessing image quality [14-24]. In the largest number of objective measures, the 

gradient magnitude of the original and test image is evaluated, mostly using 

Roberts, Sobel, Scharr or Prewitt filters, after which the magnitude comparison is 

performed in similar manner to the SSIM index [14-16]. In addition to image 

gradient magnitude, different methods often use additional features. Thus, in [17], 

in addition to the gradient magnitude, phase congruency was used as a measure of 

the significance of the local structure and as a complementary feature in the local 

quality assessment. In [18], gradient magnitude is combined with a visual saliency 

map, which has a dual role – as a feature to determine local quality of the test 

image and as a weighting function when pooling local quality scores into a global 

one. A reliable objective measure from [19], in addition to determining the 

similarity of the gradient magnitudes, also uses chromaticity similarity to measure 

color distortions. In [20] gradient magnitude and color similarity maps in contour 

regions, edge-extension regions and slowly-varying regions are pooled by two 

complementary aspects: visual saliency and visual masking effect. 

Apart from a full reference assessment of test image quality compared to the 

original signal, gradient magnitude has also been used for reduced-reference [21], 

and no-reference image quality estimation [22, 23]. The method in [21] exploits 

natural image statistics and shows that log histogram of natural image gradients 

obeys a specific distribution. No-reference image quality assessment model from 

[22] utilizes joint statistics of the normalized gradient magnitude map and the 

Laplacian of Gaussian response. Another blind image quality assessment approach 

from [23] extracts features in both the spatial (point-wise statistics) and gradient 

(neighboring gradient magnitude statistical features) domains. While mostly using 

complimentary approaches, all these studies agree on the fact that gradient 
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information is key to estimating objective image quality and is particularly useful 

in comparing structures between original and test images. In this context however 

only gradient magnitude is used and directional gradient information is ignored. 

In this paper an objective, full reference image quality metric based on the 

preservation of gradient information from the original signal is proposed. Our 

contribution is to explore and use gradient orientation information as a 

complementary feature to gradient magnitude as well as new effective methods for 

pooling of local quality scores obtained using gradient information. The 

application of gradient orientation has not been fully explored in the context of 

image quality assessment, with very few studies available in the literature [13, 24]. 

We show that using gradient orientation can improve the results, increase the 

correlation with subjective scores of objective image quality assessment based 

solely on gradient magnitude. We also shown that the correct selection of local 

quality scores can additionally increase the degree of agreement between 

subjective and objective quality scores. The performance of the proposed measure 

is consistent and stable with five publicly available subject-rated image datasets. 

2 Theory 

Image gradient plays a very important role in human understanding of visual 

signals, effectively serving to carry structural scene information. As such it is a 

vital feature in the development of objective quality assessment measures that 

largely base their measurement on the preservation of this information from the 

original image into the test image. Different types of degradations lead to a 

gradient changes, with changes in contrast graded by changes in gradient 

magnitude, and structural changes evident in changes to gradient orientation. 

Using estimates of both local gradient magnitude and orientation, local quality of 

reproduction of the information from the original image can be determined as a 

direct measure of displayed image quality. In this manned both the contrast and 

shape distorting effects of various degradations to image quality can be measured. 

Gradient preservation framework is based on the idea that only successful transfer 

of image structures from the reference into the test image constitutes good quality 

and that structural information can be captured by looking at local intensity 

gradients. The method extracts gradient information and uses a perceptual change 

model to compare them in between reference and test images to obtain local 

estimates of gradient preservation. These effectively local quality estimates are 

combined using a more advanced perceptual pooling method into an overall 

objective quality score. 

Initially, local x and y gradients are extracted from the reference and test images, 

R and T, using Sobel templates. Gradient (edge) magnitude, g, and orientation, , 
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are easily obtained for each pixel (n,m) from the Sobel responses sx and sy 

according to: 
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where gmax is maximum magnitude, taken as gmax=4.472, for 8-bits/pixel grayscale 

images. Both parameters are thus bounded, g[0,1] from none to maximum 

contrast, and orientation [-, ]. 

It is assumed that an input edge is perfectly represented only if both its magnitude 

and its orientation are unchanged in the test image. When a loss of contrast exists 

between R into T, gradient magnitude change, Δg, is observed, and is defined as: 

( , )
, ( , ) ( , )

( , )
( , )

( , )
, ( , ) ( , )

( , )

T
R T

R

g

R
R T

T

g n m C
g n m g n m

g n m C
n m

g n m C
g n m g n m

g n m C


 

  
 

 

 (3) 

where the constant C (C=1/64) is included to avoid instability when the 

denominator in Eq. (3) is very close to zero. 

Orientation  however, is cyclic, i.e. values at the two extremes (-, and ) are in 

fact equivalent and change in orientation in T with respect to R, Δ, measuring 

structural similarity can be defined as: 
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For a total of NxM pixels, the overall success of gradient preservation is obtained 

as a mean value of local gradient preservations: 

,

1
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This model in effect quantifies perceived visual information loss with respect to 

changes in gradient parameters, broadly changes in contrast (magnitude), Δg
RT, 

and shape/structure (orientation), Δ
RT. Gradient magnitude and orientation 

preservations, Δg
RT  and Δ

RT, are combined into a single gradient preservation 

measure ΔRT: 

RT RT RT

g      (6) 
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 (h) (i) (j) 

Figure 1 

(a) reference image, (b) (c) (d) distorted (test) images (created by JPEG2000 compression), (e) (f) (g) 

gradient magnitude preservation maps computed using Eq. (3), and (h) (i) (j) gradient orientation 

preservation maps computed using Eq. (4) 

A pixel-domain full-reference example is shown on Figure 1, where the goal is to 

evaluate the quality of test images, (b), (c) and (d), with a given perfect-quality 

reference image (a) (images are from the VCL@FER database [5]). The resulting 

gradient magnitude and orientation information preservation maps are shown 

below the test images – the brighter indicates better quality (larger local Δg
RT and 

Δ
RT values). The gradient information preservation maps reflect the spatial 



B. Bondzulic et al. Gradient-based Image Quality Assessment 

 – 88 – 

variations of the perceived image quality. The careful inspection shows that the 

coarse quantization in JPEG2000 algorithm results in smooth representations of 

fine-detail regions in the image (e.g. the trees and the grass in (c) and (d)). 

Table 1 provides subjective (MOS) and objective values for test images on Fig. 1. 

Objective measures deliver good consistency with perceived quality 

measurements. Notice from Table 1 that for high-quality Figure 1(b) image, MAD 

technique, which uses a simple spatial-domain model of local visual masking, 

provides the value of 0 (lower is better). It means that there are no visible 

distortions on Figure 1(b). 

Table 1 

Subjective (MOS) and objective evaluations for the test images shown on Figure 1 

Image MOS PSNR 
MS-

SSIM 
VIF VSNR MAD QAB g

RT 
RT RT 

Fig. 1(b) 75.72 43.89 0.99 0.98 42.15 0 0.91 0.95 0.94 0.94 

Fig. 1(c) 52.44 31.68 0.98 0.51 33.15 31.86 0.56 0.78 0.79 0.78 

Fig. 1(d) 31.59 26.85 0.89 0.18 19.62 69.79 0.31 0.66 0.66 0.66 

3 Perceptual Importance Pooling 

Image quality assessment is most often carried out in two phases. In the first 

phase, the quality is determined at the local level, while in the second phase, the 

integration of local quality scores is performed to determine a single global quality 

score for the entire test image. The second phase, considered in this chapter 

focuses on the observation that human observers do not base their impressions of 

quality on the entire visible signal. Furthermore, the influence different locations 

in the signal have on their subjective scores varies highly [25, 26] and in order to 

predict subjective quality scores, this effects needs to be modeled effectively. In 

addition to the most obvious average pooling of all local quality scores, different 

techniques for the association of local quality scores have been proposed: 

deviation based pooling, region-based pooling, pooling using the lowest quality 

scores, ... [26]. 

Summations in Eq. (5), effectively represent a linear spatial pooling where each 

pixel has an equal influence on the overall quality score. It is an established fact 

however, that humans tend to attach more importance to regions of poor quality in 

images [25, 26]. Perceptual importance approach by pooling over only the lowest 

Δg and Δ scores, i.e. only regions with poor quality, is investigated. Specifically, 

quality maps Δg and Δ are found using Equations (3) and (4), then the values are 

arranged in ascending order. A mean score is calculated from the lowest p% of 

these values (Δg
p%/Δ

p%). Pixels that fall outside this percentile range are rejected. 
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Driven by the experience of probabilistic systems where a single low value biases 

a global score obtained using a product rule (e.g. Eq. (6)), a simpler, additive 

framework as an alternative to Eq. (6), combined with optimal quality guided 

lowest percentile pooling is investigated: 

% %
- (1 )gp pRT

g g gAM w w 

       (7) 

where, wg and (1-wg) are the relative importance of the magnitude and orientation 

components, wg[0,1]. Two questions remain – what percentile should be used 

and what weight to assign to each of the two components? 

 

  

(a) 

 
(b) 

Figure 2 

(a) SROCC as a function of the lowest p% scores for Δg and Δ (in p=2% increments and for 

optimal wg=0.7 value), and (b) training set SROCC of AM-ΔRT (Eq. (7)) as function of wg 

(in 0.05 increments and for optimal pg=2% and p=78% values) 
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In order to determine the optimal values for pg, p and wg, an exhaustive 

optimization on LIVE image quality assessment database [3] was performed. 

Fifteen reference images and their distorted versions were selected for training 

(374 images) and parameters that produce optimal Spearman's rank-order 

correlation coefficient (SROCC) for the proposed AM metric were sought. 

Optimum values that were obtained are pg=2%, p=78%, and wg=0.7. A pg–p 

section of the 3D optimization surface for AM-ΔRT at wg=0.7, is illustrated on 

Figure 2(a). Low pg values provide the most relevant quality measurements while 

the robust performance is observed over the entire p range. The effect of weight 

distribution between the Δg and Δ channels is illustrated on Figure 2(b) showing 

SROCC for AM-ΔRT as function of wg (w=1-wg) at pg=2% and p=78% values. 

Optimally, contrast measure Δg is marginally more important than local structure 

Δ, 0.7 vs. 0.3. 

4 Results 

To demonstrate the performance of the proposed measure, the rest of LIVE image 

quality assessment database [3] – fourteen reference images and their distorted 

versions for testing (405 images), CSIQ [4], VCL@FER [5], MCL-JCI [6] and 

JPEG XR [7] image quality assessment databases were used. 

Table 2 provides the comparison of the used, publicly available databases. 

Databases have different numbers of reference images (6-50), distorted (rated) 

images (180-866), distortion types (1-6), distortion levels (3-9), number of human 

observers, ratings and stimulus method. Viewing conditions (e.g. display 

resolution and viewing distance) are different also. 

Subjective tests where average human observers are displayed series of test, and 

optionally corresponding original images and their quality impressions of those 

images collected as simple scalar ratings have long been considered as the most 

reliable way to obtain ground truth evaluation of perceptual image quality. 

Individual subjective quality scores (opinions) are usually sumarised in the form 

of mean opinion values of the scores, MOS/DMOS/SQF, and confidence intervals 

about those scores for each evaluated image. Subjective trials are usually 

conducted in strictly controlled environmental conditions and involve large user 

samples to render statistical relevance to their results, making them time and effort 

consuming and impractical for any routine use in imaging applications. The goal 

of objective metrics has always been accurate prediction of such scores that could 

be obtained without the complex practical procedure involved in organizing 

subjective trials. Subjective studies conducted so far have mostly been 

inconclusive in terms of identifying a single optimal objective metric [4-7] with 

various metrics exhibiting optimal performance for different sets of subjectively 

evaluated data. 
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Table 2 

Comparison of the public databases 

 LIVE CSIQ VCL@FER MCL-JCI JPEG XR 

Year 2006 2009 2011 2016 2009 

Display CRT, 21'' 

Sceptre 24'', 

X24WG 
LCD 

N/A 65'' 
Eizo CG301W 

LCD 

Display 

resolution 
1024x768 1920x1200 N/A 3840x2160 2560x1600 

Viewing 

distance 2-2.5 SH! 70 cm N/A 
2 m  

(1.6 SH) 
1 SH 

Reference 

images 
29 30 23 50 

10 (4 for training 

and 6 for testing) 

Image 

resolution 
768х512 512х512 768х512 1920x1080 1600x1280 

Distortion 

types 

JPEG, 

JPEG2000, 

additive 
Gaussian 

noise, 

blurring, fast 
fading 

JPEG, 

JPEG2000, 

blurring, 
contrast 

decrements, 

additive pink 
noise, 

additive 

Gaussian 
noise 

JPEG, 

JPEG2000, 

blurring, 

additive 
Gaussian 

noise 

JPEG 

JPEG, 

JPEG2000 (two 
configurations), 

JPEG XR (two 

implementations) 

Distortion 

levels 
5-9 4-5 6 3-7 6 

Method 

Single 

Stimulus 

(with hidden 

reference) 

Categorical 

Subjective 

Image 
Quality 

Single 

Stimulus 

two images 

(side by side) 

Double-Stimulus 

Continuous 

Quality Scale 

Data DMOS% DMOS MOS SQF& MOS 

Observers 161 35 118 >150 16 

Number of 

ratings per 

image 

20-29 5-7 16-36 30 16 

Test images 779 866 552 243 180 

Format BMP PNG BMP/JPG BMP BMP 

N/A = Not Available  ! SH = Screen Height 
% DMOS = Difference MOS & SQF = Stair Quality Function [6] 

The performance of objective metrics was evaluated over three aspects of their 

ability to estimate subjective image quality [27]: (i) prediction accuracy, measured 

using linear correlation coefficient (LCC), mean absolute error (MAE), and root 

mean squared error (RMSE); (ii) prediction monotonicity, measured using the 

SROCC; and (iii) prediction consistency, quantified using the outlier ratio (OR). 

A comparison over five performance measures of several objective metrics on 

LIVE test images is summarized in Table 3 (three best methods are in bold). AM-

ΔRT outperforms other objective measures. In contrast to some prior studies [28], 
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significant gains in performance can be obtained using the right pooling strategy, 

compare the ΔRT and AM-ΔRT scores. The significance in using both gradient 

magnitude and orientation information can be seen in the difference between 

complete metrics ΔRT and AM-ΔRT on one side and g
RT and 

RT on the other. 

Table 3 

Performance comparison on LIVE test images (405 images) [3] 

Method LCC SROCC MAE RMSE OR (%) 

PSNR 0.8784 0.8852 10.1182 13.0942 9.8765 

UIQI 0.8982 0.8925 9.3335 12.0433 6.9136 

SSIM 0.9008 0.9107 9.2729 11.8967 7.6543 

MS-SSIM 0.9443 0.9596 7.2996 9.0185 2.7160 

VIF 0.9623 0.9662 6.0976 7.4502 0.2469 

VSNR 0.9265 0.9320 7.9889 10.3109 4.1975 

MAD 0.9648 0.9652 5.5983 7.2002 0.4938 

QAB 0.9405 0.9418 7.5332 9.3083 2.9630 

g
RT

 0.9190 0.9235 8.3077 10.8030 4.6914 


RT 0.9235 0.9150 8.4850 10.5109 3.2099 

RT 0.9403 0.9443 7.3584 9.3216 2.7160 

AM-RT 0.9692 0.9709 5.4455 6.7419 0.2469 

Table 4 

Performance comparison on CSIQ images [4] 

Method LCC SROCC MAE RMSE OR (%) 

PSNR 0.7999 0.8057 0.1195 0.1576 34.2956 

UIQI 0.8289 0.8092 0.1127 0.1469 34.4111 

SSIM 0.8151 0.8368 0.1161 0.1521 33.4873 

MS-SSIM 0.8666 0.8774 0.0972 0.1310 27.7136 

VIF 0.9252 0.9194 0.0753 0.0996 22.7483 

VSNR 0.8018 0.8132 0.1152 0.1569 30.1386 

MAD 0.9502 0.9466 0.0636 0.0818 17.8984 

QAB 0.8556 0.8520 0.1039 0.1359 31.1778 

g
RT

 0.8459 0.8690 0.1052 0.1400 30.1386 


RT 0.7792 0.7147 0.1332 0.1646 40.9931 

RT 0.8605 0.8621 0.1018 0.1338 29.4457 

AM-RT 0.8847 0.8616 0.0986 0.1224 29.9076 

Tables 4–7 provide further objective metric performance results on CSIQ [4], 

VCL@FER [5], MCL-JCI [6], and JPEG XR [7] databases (AM-RT uses 

parameters determined on the LIVE training set). Combined 

magnitude/orientation models achieve better results than individual preservation 

models (
RT and g

RT). The additive combined model, Eq. (7), outperforms the 
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multiplicative, Eq. (6), and achieves performance near the top of the tested metrics 

(MS-SSIM, VIF and MAD). 

Table 5 

Performance comparison on VCL@FER images [5] 

Method LCC SROCC MAE RMSE OR (%) 

PSNR 0.8321 0.8246 10.2335 13.6204 53.8043 

UIQI 0.7965 0.7983 11.5681 14.8495 62.5000 

SSIM 0.8742 0.8677 9.3849 11.9244 54.8913 

MS-SSIM 0.9183 0.9227 7.7862 9.7238 49.0942 

VIF 0.8922 0.8866 8.8811 11.0905 53.9855 

VSNR 0.8805 0.8754 8.9194 11.6415 52.1739 

MAD 0.9051 0.9061 8.2371 10.4450 49.6377 

QAB 0.8694 0.8692 9.6409 12.1358 59.9638 

g
RT

 0.8819 0.8723 9.0247 11.5790 53.8043 


RT 0.8055 0.8039 11.2442 14.5545 61.0507 

RT 0.8898 0.8879 8.9453 11.2091 56.1594 

AM-RT 0.9036 0.8978 8.3128 10.5201 52.3551 

Table 6 

Performance comparison on MCL-JCI images [6] 

Method LCC SROCC MAE RMSE 

PSNR 0.4721 0.4486 0.1907 0.2288 

UIQI 0.5746 0.5713 0.1742 0.2124 

SSIM 0.6053 0.5898 0.1676 0.2066 

MS-SSIM 0.8340 0.8139 0.1102 0.1432 

VIF 0.8884 0.8791 0.0909 0.1191 

VSNR 0.6441 0.6337 0.1608 0.1985 

MAD 0.8713 0.8668 0.0984 0.1274 

QAB 0.7879 0.7863 0.1223 0.1598 

g
RT

 0.8246 0.7959 0.1138 0.1468 


RT 0.6567 0.6466 0.1551 0.1957 

RT 0.8318 0.8229 0.1091 0.1440 

AM-RT 0.8603 0.8462 0.1020 0.1323 

Table 7 

Performance comparison on JPEG XR images [7] 

Method LCC SROCC MAE RMSE OR (%) 

PSNR 0.7819 0.7980 12.8737 16.5360 35.5556 

UIQI 0.8621 0.8186 9.5605 13.4404 23.3333 
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SSIM 0.8744 0.8435 9.6144 12.8684 23.8889 

MS-SSIM 0.9309 0.8930 7.0745 9.6863 14.4444 

VIF 0.9389 0.9130 6.8067 9.1278 13.3333 

VSNR 0.8765 0.7803 10.1065 12.7692 23.3333 

MAD 0.9466 0.9406 6.2598 8.5498 11.1111 

QAB 0.9269 0.8995 6.8809 9.9561 11.6667 

g
RT

 0.9246 0.9071 7.4744 10.1074 12.7778 


RT 0.9034 0.8685 7.8474 11.3751 16.1111 

RT 0.9339 0.9117 6.5091 9.4860 9.4444 

AM-RT 0.9277 0.9089 7.3250 9.9039 12.7778 

It is worth noting that no single metric performs best on all the datasets, which is 

an indication of the sensitivity of the metrics to test data content. The proposed 

gradient preservation metric with alternative quality guided pooling method AM-

RT exhibits consistently high performance. Except for the LIVE dataset, gradient 

magnitude preservation model g
RT provides significantly better results than 

gradient orientation preservation model 
RT. Hence, it is expected that with 

improvements of the orientation comparison model, proposed method will 

improve too. 

Furthermore, AM-ΔRT is a very well behaved metric with a smooth relationship 

between objective and subjective scores across the entire range, as shown on the 

scatter plots on Figure 3. 

Since all databases contain JPEG distortion, the performance of objective quality 

metrics on the JPEG subsets of the five databases was analyzed in more detail. 

Figure 4 presents subjective-objective agreement (LCC and SROCC) for the eight 

objective measures on the JPEG subsets (LIVE – 92 images, CSIQ – 150 images, 

VCL@FER – 138 images, MCL-JCI – 243 images, and JPEG XR – 30 images). 

As expected from previous research [29], the performance of quality metrics 

exhibits similar behavior for the five publicly available databases (extended sets of 

objective quality measures, databases, and images here were analyzed). The 

differences over databases, particularly the decrease of performance on MCL-JCI 

for all objective measures might be explained by a new methodology for 

perceptual quality measurement – subjective results are given through the stair 

quality functions (SQF), which are obtained by analysis and post-processing of the 

raw just noticeable difference (JND) data [6, 30]. Additionally, MCL-JCI dataset 

contains images with higher spatial resolution than standard datasets used in 

image quality assessment (see Table 2). 
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 (a) (b) 

  

 (c) (d) 

 

 (e) 

Figure 3 

Subjective (DMOS/MOS/SQF) scores versus AM-ΔRT model predictions for data from: (a) LIVE, (b) 

CSIQ, (c) VCL@FER, (d) MCL-JCI and (e) JPEG XR image databases 

 



B. Bondzulic et al. Gradient-based Image Quality Assessment 

 – 96 – 

  
(a) 

 
(b) 

Figure 4 

Subjective-objective agreement on the JPEG subsets of the five databases: (a) linear correlation 

coefficient (LCC), and (b) Spearman's rank-order correlation coefficient (SROCC) 

Conclusions 

This paper described a novel, gradient-based, full-reference image quality 

assessment measure, explicitly incorporating gradient orientation information 

from test signals. Different gradient formulations were investigated, as well as, 

different spatial score pooling strategies on a variety of subjectively evaluated 

datasets. 

The addition of the gradient orientation information, as a complementary feature 

to gradient magnitude, is shown to directly improve objective metric performance. 

Improvement is obtained for all datasets tested in the range 1–3% which is 

particularly significant in the critical top 15% to the theoretical maximum of the 

linear correlation range (>0.85). 
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In contrast to prior studies, it was found that perceptual importance pooling 

strategy can further improve metric correlation with subjective judgment in a 

range typically ~3% of linear and rank correlation. Experimental results show that 

the proposed method achieves consistently high levels of performance, with 

correlation levels up to 97% and above 85% on all datasets, outperforming many 

similarly complex metrics and reaching the level of much more complex metric 

formulations such as VIF and MAD. 

Finally, we confirmed a significant variability of metric performance levels on 

different subjective databases. Significant performance level differences were 

confirmed to exist in JPEG image subsets. This leads to the conclusion, that metric 

evaluation on a single subject-rated database is generally insufficient. 

In future work, the existing gradient-based assessment approach will be expanded 

to explore and include explicit formulations for temporal gradient, with the aim of 

evaluating quality of dynamic, video signals. These studies will also include a 

critical comparison of the types of gradient assessment models required for static 

and dynamic imagery. 
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