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Abstract: This paper aims to refine the base data set of visemes – the visual counterparts of 
phonemes – with quantitative data to provide accurate input for visual speech synthesis (a 
talking head that supports the training of speech production of deaf and hard-of-hearing 
children).  Measurement-based features extend the existing data and refine our previously 
used dynamic model of articulation. This requires the definition of two major types of data 
simultaneously: the shape of the mouth, which can be examined relatively simply in an 
ordinary camera image, and the position of the tongue, the analysis of which requires the 
use of medical-level imaging devices and the processing of their signals. Articulatory 
phonetics can be divided up into three areas to describe consonants. These are voice, 
place, and manner respectively. This study aims to confirm the description of the place of 
articulation with measurement data. Data derived from the shape and position of the 
tongue is suitable for determining the place of articulation of sounds. In the case of vowels, 
we estimated the tongue position with the centroid of the tongue while in the case of 
consonants, we define the place of articulation with the measured distance of the tongue 
from the palate. To measure these, we used MRI and US images and determined tongue 
contours with an automated process. The results of this analysis statically define data for 
articulation keyframes for visual speech synthesis. We applied our results to improve the 
existing Hungarian transparent talking head with a more accurate model based on the 
clarification of the dynamic features. We also adapted the same model to the Chinese 
Shaanxi Xi’an dialect. 

Keywords: Quantitative tongue description; Articulatory phonetics; Place of articulation; 
Talking head; Viseme features 

1 Introduction 

Previous studies show that visual information on the physiological processes of 
human speech greatly contributes to understanding the complex mechanism of 
speech formation and, through this, to the effective development of speech 
synthesis methods [1]. The radiological and monitoring processes currently 
available, such as magnetic resonance imaging (MRI) [2], computer tomography 
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(CT) [3], ultrasound (US) [4], electropalatography (EPG) [5], or electromagnetic 
articulography (EMA) [6] are indispensable in getting to know the dynamic 
features of articulation. This is because the morphological and geometric data 
obtained with the help of imaging techniques can be used to map the articulation 
movements belonging to the given speech signal. This is essential, for example, in 
the parameterization of a talking head imitating the articulation. In this research 
quantitative data from a series of MRI and US images have been derived. Thus, 
we provided appropriate parameters for our animation algorithm. The main feature 
of this application is to show the tongue movements in a transparent-faced talking 
head. The basic items of this animation are the visemes. Such a system can be 
used well in speech therapy, in the design of non-native language learning 
training, or even in the construction of synthesizers to convert articulation features 
into silent speech [7]. Adaptation for a Chinese dialect has been examined as well. 

The paper aims to provide a new quantitative method for analyzing tongue 
movements. Deaf and hard-of-hearing people are accustomed to lipreading, but 
unable to observe the invisible tongue movements. Without full acoustic 
perception, they rely on the visual modality of speech to be able to form their 
special speech signals. The quantitative data obtained helped in the better 
realization of a transparent talking head. 

2 Methods and Material 

The processing of MRI and US images was performed during the static and 
dynamic analysis. The programs for this were written in MATLAB environment, 
in the framework of which we fitted an auxiliary curve to the surface of the tongue 
based on dynamic programming [8]. 

The resolution of the raw MRI images is 320×320 pixels, as Figure 1a shows. As 
the first step of preprocessing, the image is resampled radially in the midsagittal 
MRI cross-section image by forming radial lines from a visually selected circle 
center (see point A in Figure 1a). (Here and in the following, scaled figures are in 
pixels.) This is necessary to avoid the appearance of two contour points in the 
same column of the image – where the tongue contour bends back – that the edge-
detecting algorithm could not handle. For the sake of clarity, lines are only shown 
by ten degrees in Figure 2a but in reality, resampling is done by one degree. 
Arranging the sections thus obtained in a Cartesian column, a matrix is gained. 
The resampled image is represented in the Descartes coordinate system (Figure 
1b). The bottom line contains the center point while the top line represents the 
points of the circumference of the circle. 
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                         (a)                (b) 

Figure 1 
Preprocessing, Step 1: (a) resampling the MRI image radially, (b) the Cartesian column matrix of the 

resampled image 

In the second step, in the matrix, we find the largest cumulative luminance curve 
in the image obtained after edge enhancing with dynamic programming (Figure 
2a). Processing is done from the left column to the right column of the image.  
The identified contour is indicated with white points in Figure 2a. The uneven 
tongue contour is smoothed by filtering before further processing. The smoothed 
tongue contour represents the base for the further analysis of articulation. In the 
image of Figure 2b, the tongue contour can be followed by projecting it back to 
the original image. The definition of the tongue contour offers an opportunity to 
perform various analyses. 

 

 

 

 

 

 

 

 

(a) (b) 
Figure 2  

Preprocessing, Step 2: (a) The highlighted edge of the Cartesian image marks the found tongue contour 
with white points, (b) the tongue contour is projected onto the original image 
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2.1 Analysis of Tongue Position 

The definition of the tongue contour makes it possible to calculate geometric 
features for a segmented part of it. Due to a lack of Hungarian recordings, a 
multilingual MRI visual database [9] was used to determine the tongue position 
associated with each speech sound as the male speaker produced vowels and VCV 
sound sequences (V: vowel, C: consonant). Through the exploration of the place 
of articulation in MRI images, we obtained static viseme data for each speech 
sound. 

2.1.1 Method of Defining Tongue Position of Vowels with Quantitative 
Data 

The idea was that by defining the centroid of the cross-section of the tongue body, 
we could obtain quantitative data about the horizontal and vertical positions of the 
tongue characteristic of the current speech sound. The centroid (Cxy) of the tongue 
is derived as the first-order momentum of the horizontal and vertical coordinates 
of the white points of the filled-up tongue body (1) as shown in Figure 3 [10, 11]. 

 

 
(1) 

where f(x,y)=1 in the white area, f(x,y)=0 outside the white area, and n is the 
number of white points. 

 
Figure 3 

Filling the section of the tongue (sound /ɛ/) 

We also need to determine the optimal number of pixel rows to fill the tongue 
body downwards from the top point of the tongue to define the centroid. Filling 
too few rows might lead to inaccurate measurement of the tongue position while 
filling too many rows might lead to oversimplification and losing the 
characteristic tongue position of distinct sounds. 
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Figure 4 

The variance of the centroids in pixels of the 28 vowels (vertical axis) of the database  
as a function of the depth of filling (horizontal axis) 

To determine the filling depth, the standard deviation of the center of gravity of all 
vowels of the multilingual video database was examined, looking for a maximum 
for the highest distinction. In Figure 4, the variance (the average of deviations 
from the mean) decreases by filling over 45 rows of pixels as the tongue's root is 
less discriminative. Selecting less than 15 rows defines a cross-section 
representing just the top of the tongue and not the mass of it. 

Based on the argumentation above, the tongue centroid for the vowels was 
investigated filling the depth of 42 rows of pixels for each vowel by the given 
resolution of the MRI image. In physical dimensions, the upper 22 millimeters of 
the tongue cross-section were selected. 

2.1.2 Method of Defining the Place of Articulation for Consonants with 
Quantitative Data 

The articulation of consonants is substantially different from that of vowels. This 
can be characterized by the place of articulation, which is determined by a gap or 
closure formed by the lip-tongue-jaw movement. 

The place of articulation is determined by the narrowing or closure formed by the 
articulatory movements [12]. Thus, the place of articulation can be assigned to the 
place of the narrow part formed by the tongue and the unmoving part of the oral 
cavity. 

The contour of the alveolar ridge and the palate can be defined analogously to the 
definition of tongue contour. The only difference is that moving away from the 
circle center we need to find not decreasing brightness – a falling edge – but rather 
increasing brightness – a rising edge. In images where the palate has no sharp 
edge the palate contours are defined by averaging several images. 
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Once we know the tongue contour and the palate contour, the distance of the two 
curves can be defined point by point. The distance measure derived from the 
definition of Nearest Neighbor Distance (NND) is suitable for determining the 
distance of curves consisting of a different number of points [13]. Let us take the 
two curves defined by their samples: U=[u1, u2, …, un] and V=[v1, v2, …, vm]. Let 
the distance of one point of U from curve V be the distance of the point belonging 
to V nearest to it, and conversely, according to (2). 

 

 

(2) 

Figure 5 shows the nearest neighbors of the tongue and palate. 

 
Figure 5 

Graphical representation of NND 

Figure 6a shows the alveolar ridge-palate contour (red line) and the tongue 
contour (white line). Figure 6b shows the minimum distance measured from the 
palate (vertical axis) to the points of the tongue (horizontal axis) while 5c shows 
the minimum distance measured from the tongue contour to the points of the 
palate. On the horizontal axis, the serial number of the tongue and palate contour 
points respectively, on the vertical axis the NND corresponding to the current 
contour point can be seen, measured in pixels. The place of articulation is 
considered the point of the tongue belonging to the smallest distance. 

 
                           (a)             (b)             (c) 

Figure 6 
For the sound /r/: (a) The contour of the palate (red) and tongue contour (white), (b) the distance of the 

palate measured from the tongue, (c) distance of the tongue measured from the palate 
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With fricatives and approximants, a longer section of the tongue is close to the 
palate. With such sounds, it seems appropriate to regard the center as the middle 
of the whole near section. With low-pass filtering of the distance function, the 
place of the curve minimum can be shifted to the middle of the narrow section as 
is shown in Figure 7b. Discrete cosine transformation was used to filter the curve. 

 
(a) (b) 

Figure 7 
(a) The tongue contour of sound /j/ and (b) the filtering of the distance function, (the blue line 

represents the original curve, and the red is the filtered one) 

Selecting the appropriate frame of the video stream to represent the sound is a 
crucial point of this analysis. In the case of stop sounds and affricates, the frame 
before the burst is marked as the representative frame of sound; for the other 
consonants, the middle point of the time interval of the sound is selected. 

3 Results 

In our experiments, we obtained quantitative data from the determination of the 
tongue contour during speech. The results are shown separately for vowels and 
consonants, comparing them to traditional descriptive phonetic data. 

3.1 Vowels 

In the case of vowels, cross-section data formed along the longitudinal axis of the 
vocal tract are affected by jaw openness and tongue position. The narrower and 
wider sections of the vocal tract and the lips' shape determine the spectral 
properties of the excitation signal coming from the larynx [14]. Figure 8a shows 
the position of vowel articulation according to the phonetic parameters with the 
conventional representation in literature. This figure is adopted from the website 
of the International Phonetic Alphabet, (IPA). 
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On MRI recordings of vowel announcements, the tongue contour of the image 
taken from the center of the stationary phase of the sound was filled up to a line 
depth of 22 millimeters after automatic contour selection. Figure 8 shows the 
centroid of the tongue while pronouncing the sound /ε/. 

 
Figure 8 

The centroid of sound /ε/ 

Figure 9b shows the Cxy centroid of the filled-up tongue in the oral cavity 
according to the 320×320 pixel coordinate system in, e.g. Figure 1a and Figure 2b, 
which visually reflects the phonetic arrangement of Figure 9a. 

 
                   (a)                                                                       (b) 

Figure 9 
(a) Articulation map of vowels [15], (b) tongue centroids in the MRI images (the back part of the oral 

cavity is shown on the right, the front part on the left) 
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The traditional map of tongue position – divided vertically into four and 
horizontally into three sections – was compared with the measured centroid data. 

In Table 1, the tongue positions located in the correct section are indicated in 
unshaded cells. Gray shading indicates a one-box difference either horizontally or 
vertically. The more white cells are in the table, the better the theoretical and the 
measured quantitative data match each other. No differences greater than one box 
were measured. 

Table 1 
The accuracy of the tongue positions 

 

3.2 Consonants 

Table 2 shows the place of articulation of consonants. The tongue position of the 
bilabial and labiodental sounds was not examined. The reason for this is that in the 
formation of these sounds, the position of the tongue is indeterminate, that is, it 
adapts to the tongue position of the adjacent sounds. In these cases the place of 
articulation is not determined by the tongue but by the teeth and lips. 
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Table 1 
Place of articulation of consonants [16] 

 
Figure 10 shows the places of articulation obtained with the method described in 
2.1.2. 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 10 
Calculated place of articulation of consonants marked in the MRI image 

The theoretical and quantitative defined places of articulation differ only for a 
single sound /ɹ/ (marked with red in the figure). This means that the places of 
articulation defined with quantitative data match the physiological definitions 
well. 
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3.3 Application of the Results in the Speech Assistant System 

The Speech Assistant system – elaborated for the Hungarian language to support 
the deaf in learning to speak – was further refined by incorporating the results of 
this work [17]. Figure 11 shows the visualized image of the reference 
pronunciation (bottom) and that of the sound recorded during practice (top), while 
on the right side, it displays the transparent talking head in two views. The talking 
head for the Shaanxi Xi’an dialect of Chinese and its Speech Assistant system is 
under development. 

 
Figure 11 

Screen view of the Speech Assistant during practice 

Conclusions 

A quantitative analysis of articulation was performed mainly to make the 
articulation visible in a transparent talking head. In the case of vowels, the tongue 
position was described with first-order momentums derived from MRI images.  
By consonants, the place of articulation was identified with the place of the 
closure or narrowing between the tongue and the alveolar ridge or the palate.  
The results of the approach confirm the suitability of quantitative analysis for 
verifying descriptive phonetic classifications. Thus, an important step towards the 
quantitative description of the articulation of speech production was taken.  
The traditional phonetic classification of speech sounds, the calculated place of 
articulation, and the tongue position defined by measurements are consistent with 
descriptions reported in the relevant literature. Supporting articulatory phonetics 
with quantitative data requires further, more detailed investigations. The native 
English speaker perfectly articulated the sounds of the International Phonetic 
Alphabet. The obtained results do not contradict the findings of the Hungarian 
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descriptive phonetic classifications. According to the testimony of Figure 9 and 
Table 1, the place of articulation of the vowels matches the descriptive phonetics 
data with at most one classification section error. The extension of the analysis to 
a larger number of speakers and different sound environments offers the 
possibility of improvement. 

The results show that the analysis of the articulation of the Chinese Shaanxi Xi’an 
dialect speaker based on ultrasound images makes it possible to define the static 
data of visemes but also offers the opportunity to perform a dynamic description 
of the articulation. The presented analyses support visual speech synthesis with 
quantitative data that go beyond phonetical considerations. 
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