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Abstract: The large amount of information that is currently being collected (the so-called 

“big data”), have resulted in model-based Collaborative Filtering (CF) methods to 

encountering limitations, e.g., the sparsity problem and the scalability problem. It is 

difficult for model-based CF methods to address the scalability-performance trade-off. 

Therefore, we propose a scalable clustering-based CF method in this paper that can help 

provide a balance by re-locating elements in the cluster model. The proposed method is 

evaluated by performing a comparison against existing methods in terms of measurements 

for the Mean Absolute Error (MAE) and response time to assess the performance and 

scalability. The experimental results show that the proposed method improves the MAE and 

the response time by 50.79% and 48.25%, respectively. 
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1 Introduction 

Collaborative filtering (CF) can be used to find a set of the relevant items that are 

assumed to be the most appropriate for a target user. Most CF approaches have 

analyzed user ratings to discover the various relationships between users, between 

items, and between users and items [1-4]. Since these methods mainly focus on 

collecting more user ratings (without integrating much external knowledge of a 

specific domain), we have realized that they have some fundamental limitations. 

The first limitation is the sparsity problem (which is also called the cold-start 

problem and first-users/items problem). If the density of the user rating matrix is 

too low and cannot represent users’ preferences, the performance of the CF 

method will decrease [2]. 

The second limitation lies in the scalability problem (particularly, the big data 

issue). As the number of users and the number of items in a CF-based 

recommender system increase, the computation time to build user/item subsets 

exponentially increases [5]. 

A number of methods have been proposed to solve these problems, and these 

methods can be categorized into two main groups: model-based CF methods and 

hybrid CF methods [6-7]. Table 1 shows the advantages and disadvantages of 

these [8]. 

Table 1 

Advantages and disadvantages of model-based CF and hybrid CF 

 Advantages Disadvantages 

Model-

based 

CF 

∙ better addresses the sparsity,  

scalability and other problems 

∙ improves performance 

∙ expensive model-building 

process 

∙ trade-off between performance 

and scalability 

Hybrid 

CF 

∙ improves performance 

∙ overcomes CF problems, such as 

sparsity and gray sheep 

∙ increased complexity  

∙ needs external information that is 

usually not available 

As can be seen, these cannot solve all the fundamental problems of the CF 

method, i.e., data sparsity problem and scalability problem. For the Model-based 

CF, these methods exhibit a trade-off between the predictive performance and the 

scalability since a reduced coverage results in a rating table that is relatively 

sparse. Furthermore, the cold-start problem still exist. The cold-start problem and 

the first-user/item problem are simply caused by the absence of 1data, so the 

model-based CF cannot be a fundamental solution. 
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Hence, the various hybrid CF methods that combine model-based CF and 

Content-Based Filtering (CBF) have been proposed in order to address these 

problems. However, most of these methods are too complicated to implement and 

external knowledge or data are required. If an excess of external data is necessary, 

then the applicable domain for the system will be restricted. 

This paper proposes Adaptive Collaborative Filtering Based on Scalable 

Clustering (ACFSC) which is focusing on solving scalability problem by reducing 

time complexity to compose neighborhood. Also, it improves the data sparsity 

problem by making users’ and items’ feature vectors incrementally learning. 

This method adopts three major policies: the use of minimal external data, 

combining, and re-locating. First, to maximize the adaptable domain of the 

system, we use the minimal external data, such as the user profile and the item 

metadata. Second, rating data and external data are combined to solve the cold-

start problem and the first user/item problem. Third, newly-arrived rating data is 

used to re-locate users and items to form more appropriate clusters in order to 

solve the reduced coverage issues. 

Based on the fore-mentioned policies, implementation of this method is composed 

of four parts, as shown in Fig. 1. The parts interact with each other following a 

cyclic architecture. It makes user ratings gradually improve the cluster models. 

 

Figure 1 

Conceptual Composition of the ACFSC 

1) Scalable clustering: this step creates a cluster model for users/items that 

is based on feature vectors of them. It reduces the time complexity to 

produce user/item subsets. Feature vectors of these are composed by 

combining user profile data, item metadata, and user ratings. This step is 

intended to solve the cold-start and first-user/item problems. 

2) Recommendation: this step recommends the top-N items that are 

selected according to the preference of the users who are included in the 

same user subsets. In order to minimize the system load, most tasks to 

create subsets proceed as in the first step. 

3) Preference prediction: this step predicts users’ missing preference 

information by using clusters of users and items to resolve the problems 

caused by the sparsity of the user rating matrix. 
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4) Learning: this step resolves the difficulty in quantifying the qualitative 

characteristic of the users and items through the use of learning feature 

vectors of users and items. 

The remainder of this paper is organized as follows. In Section 2, we present an 

outline of related work. In Section 3, we introduce the Scalable clustering method 

to create the recommendation model as described in the first step above. In 

Section 4, the other steps are described to implement the Scalable Collaborative 

Filtering techniques. In Section 5, we evaluate the performance by comparing the 

results for the proposed method against those of others, and we discuss the results 

of the experiments. Finally, the conclusion provides a summary of the proposed 

algorithm and outlines future work. 

2 Related Work 

2.1 Model-based CF 

In order to solve the scalability problem, various model-based CF methods based 

on machine learning or data mining models have been proposed, e.g., Bayesian 

belief nets, clustering models, latent semantic indexing, sparse factor analysis, and 

dimensional reduction. These use rating data to estimate or learn a model to 

predict users’ preferences and can partially mitigate the scalability problem and 

the sparsity problem and improve the performance of the recommender systems. 

However, these have not yet been able to overcome the trade-off between 

performance and scalability and the cold-start problem still exists. The cold-start 

problem and the first-user/item problem are caused by the absence of data. Thus, 

model-based CF is not enough to solve them. For the moment, we introduce two 

representative approaches for these methods: clustering-based methods and 

dimensional reduction-based methods. 

Clustering-based methods that use a cluster model to reduce the time complexity 

have been proposed. These methods build a cluster model by using correlations 

and similarities and use clusters that are built as subsets of users or items. Li and 

Murata [22] presented a CF method that is based on multi-dimensional clustering 

which involves clustering user/item profiles that are generated as background data, 

followed by clustering pruning and preference prediction through the weighted 

average of neighbors. This method has an advantage in that it maintains the 

balance in the performance of the recommendations, even when a growing 

diversity of items is handled. However, it still has the same limitations as the 

model-based CF method. Bellogin and Parapar [23] implemented in a normalized 

cut (N-Cut), a graph cut-based clustering solution, to facilitate the formation of 

similar user groups. Despite the improvement in performance over existing CF 

methods, the solution was unable to address the reduced coverage issue. Although 
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these kinds of methods are effective in solving the scalability problem of CF, they 

have two additional limitations. First, the costs of building cluster models are 

higher than for CF, so the models are hard to update dynamically. Second, since 

the target areas to compose the user/item subsets are restricted by the clusters, a 

reduced coverage problem occurs and the performance of the system deteriorates. 

Dimensional reduction-based methods have also been proposed. These methods 

aim to cancel the noise in the rating matrices. Buried correlation information is 

generated between the users and the items underline. Zhong and Li [10] suggested 

a unified method that combines the latent and external features of users/items to 

ensure the accuracy in the predictive preference. A probabilistic latent semantic 

analysis is used to extract the latent features of the historical rating data. Luo et al. 

[11] implemented an incremental CF recommender system based on Regularized 

Matrix Factorization. This method supports incremental updates for the trained 

parameters as new ratings arrive. These methods partially solve the sparsity 

problem, including the cold-start problem and the first-user/item problem. 

However, the scalability problem becomes aggravated. 

2.2 Combining Model-based CF and Content-based Filtering 

The data sparsity problem in the model-based CF can be addressed through hybrid 

CF methods, which have been widely studied by combining model-based CF and 

Content-Based Filtering (CBF). These methods use external data to address the 

cold-start problem and the first-user/item problem of the model-based CF. 

Parallel methods that use model-based CF and CBF at the same time have been 

suggested. These methods print out top-N items by integrating the results of 

model-based CF and CBF. Park et al. [13] suggested single-scaled hybrid filtering 

that uses a weight decided through an experiment, and this method showed a 

slight improvement in performance. Shen et al. [14] presented a hybrid filtering 

method that applied an optimized weight. This method used a simple learning 

algorithm based on user feedback to find more optimized weights. These methods 

are effective in solving the remaining problems for model-based CF. However, 

these methods do not provide improvements in terms of the trade-off between 

performance and the scalability, and also introduce two additional problems. First, 

they depend on the CBF at the initial time and for the first-user/item, so the 

overall performance can be comparatively decreased. Second, they need to 

dynamically update the weights as the data grows, but it is difficult to dynamically 

allocate time to update or optimize the system. 

At the same time, other methods have been proposed to use external data to build 

corresponding models. These methods initially use external data when rating data 

does not yet exist, and the system functions by using rating data after the model 

has been built. Cho et al. [9] proposed a map-based personalized recommender 

system that uses Bayesian Networks built by an expert with a parameter that was 

learned from the dataset. Contextual information was collected (e.g., location, 
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time, weather), and the user request was provided a mobile device. Campos et al. 

[17] employed Bayesian networks to combine the characteristics of both CBF and 

CF and to generate more accurate recommendations by using probabilistic 

reasoning to compute the probability distribution over the expected rating. These 

methods are remarkable in solving the cold-start problem. However, it is hard to 

find external data that can be adapted to the appliance domain. If the external data 

is not adaptable, the performance of the system will severely decline. 

On the other hand, other methods that integrate external data with user rating data 

have been presented. These methods use external data as the rating data or 

transform the external data into rating data. Bogers and Bosch [16] combined CF 

and CBF by using tags in social bookmarking websites. They examined how to 

incorporate tags and other metadata into a hybrid CBF/CF algorithm by 

overlapping the traditional user-based and item-based similarity measures with the 

tags. Hu and Pu [18] proposed a method that combines the personality 

characteristics of the users into traditional rating-based similarity computations for 

user-based collaborative filtering systems. Kim et al. [19] proposed a new 

approach to model users in a collaborative manner by using user-generated tags. 

This can be exploited in a recommender system by leveraging user-generated tags 

as preference indicators. These methods therefore effectively improve the sparsity 

problem. However, logistic evidence to transform external data as rating data are 

insufficient, and in addition, the scalability problem is not solved. 

3 Scalable clustering with Data Streams 

The scalable clustering method is conducted in three steps. In the first step, each 

cluster model for users and items is created according to their feature vectors. This 

step creates their clusters using the Expectation Maximization (EM) algorithm. 

The maximum likelihood is estimated based on the Gaussian-Bayesian 

Probabilistic Model and the cosine similarity, and it is formulated as 

𝐿𝐶𝑖,𝑥𝑗 
=  𝑓(𝑥𝑗 , 𝜇𝑖 , 𝜎𝑖) ×

1

𝑁𝐶𝑖

∑
𝑅𝑗∙𝑅𝑙

∥𝑅𝑗  ∥  ∥𝑅𝑙∥

𝑁𝐶𝑖
𝑙=1  , (1) 

where 𝐶𝑖  indicates the 𝑖 -th cluster, 𝑥𝑗  indicates the 𝑗 -th element, 𝜇𝑖  and 

𝜎𝑖  represent the average and the standard deviation of the elements in the 𝑖-th 

cluster 𝐶𝑖 , and 𝑅𝑗  is a rating vector of element 𝑗. 𝑁𝐶𝑖
 represents the number of 

elements included in the 𝑖-th cluster. 𝑓(𝑥𝑗 , 𝜇𝑖 , 𝜎𝑖) indicates the probability that the 

𝑗 -th element is included in the 𝑖 -th cluster. 𝐿𝐶𝑖,𝑥𝑗 
 indicates the maximum 

likelihood of the 𝑗-th element for the 𝑖-th cluster. 

In the second step, the inter-cluster preferences between each of the user-clusters 

and item-clusters are estimated. This indicates the representative value of the 

preference of a particular user cluster for particular item-cluster, and it is 

formulated as 
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𝐶𝑃𝑖,𝑗 = ∑ ∑ 𝑊𝑈𝐶𝑖 ,𝑢𝑙 
×  𝑊𝐶𝐶𝑗,𝑐𝑛 

𝑁𝑐𝑐𝑗

𝑛

𝑁𝑢𝑐𝑖
𝑙

× 𝑅𝑢𝑙, 𝑐𝑛
, (2) 

where 𝑈𝐶𝑖  and 𝐶𝐶𝑗 indicate the 𝑖-th user-cluster and the 𝑗-th item-cluster. 𝑢𝑙  and 

𝑐𝑛 indicate the 𝑙-th user and the 𝑛-th item. 𝑅𝑢𝑙 ,𝑐𝑛
 indicates the rating for user 𝑢𝑙 

and item 𝑐𝑛 , 𝑊𝑈𝐶𝑖,𝑢𝑙
 represents the likelihood of the user 𝑢𝑙  for the user-cluster 

𝑈𝐶𝑖, and 𝑊𝐶𝐶𝑗,𝑐𝑛
 is the likelihood of the item 𝑐𝑛 for the item-cluster 𝐶𝐶𝑗. 𝐶𝑃𝑖,𝑗 is 

the inter-cluster preference for the user-cluster 𝑈𝐶𝑖 for item-cluster 𝐶𝐶𝑗. 

In the third step, a user-item preference matrix is created. This matrix marks the 

preferences that are predicted using the proposed method, and it is different from 

the rating matrix that simply marks the rating score entered by the users. The 

prediction of the user-item preference is estimated according to the inter-cluster 

preferences and the user ratings, and it is formulated as 

𝑃(𝑖𝑗|𝑢𝑖)(𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑) = 𝑃(𝑈𝐶𝑙|𝑢𝑖)𝑃(𝐼𝐶𝑚|𝑖𝑗)𝐶𝑃𝑙,𝑚𝑅𝑖,𝑗, (3) 

where 𝑢𝑖  and 𝑖𝑗  indicate the 𝑖 -th user and the 𝑗 -th item, the user-cluster 𝑈𝐶𝑙 

includes the 𝑢𝑖, and the item-cluster 𝐼𝐶𝑚 includes the 𝑖𝑗. In addition, 𝑃(𝑈𝐶𝑙|𝑢𝑖) is 

the probability that 𝑢𝑖 belongs to the 𝑈𝐶𝑙, and 𝑃(𝐼𝐶𝑚|𝑖𝑗) is the probability that 𝑖𝑗 

belongs to the 𝐼𝐶𝑚. 𝐶𝑃𝑙,𝑚 is the inter- cluster preference of the 𝑈𝐶𝑙 for the 𝐼𝐶𝑚. 

𝑃(𝑐𝑗|𝑢𝑖)(𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑) represents the predicted preference for the 𝑢𝑖 corresponding 

to 𝑖𝑗. 

4 Scalable Collaborative Filtering 

The scalable collaborative filtering is composed of three modules. 1) The first 

module recommends the top-N items based on the user-item preference matrix, 2) 

the second module predicts the missed rating scores in the rating matrix, and 3) 

the third module enables the feature vectors of the users and the items that are 

learned by using feedback from the users. 

4.1 Recommendation Module 

This module chooses the top-N items in order to recommend a particular user. To 

improve scalability, a ranking of the item-clusters is referenced for a user-cluster 

that includes the user. This process consists of two steps. 

1) In the first step, the item-clusters are ordered according to the inter-cluster 

preferences for the user-cluster that includes the target user. 

2) In the second step, the items are added to the top-N list sequential search of 

the ordered item-clusters. The items that previously received a high 

preference are selected, and if no items received a preference in the search 

range, the search range is shifted to the next item-cluster. 
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4.2 Preference Prediction Module 

This module predicts the missed rating scores through a hybrid preference 

prediction. The prediction is performed by using the weighted average of two 

widely used prediction methods: user-oriented prediction and item oriented 

prediction. This process is composed of three steps. 

In the first step, similarity matrices are created for both the users and the items. 

Each component of the matrices has a similarity between the users or items, and 

the similarity is measured by using a cosine coefficient of the rating vectors. 

In the second step, the two previously mentioned prediction methods make each of 

the prediction results by using the weighted average of the similarities. This step is 

formulated as 

𝑝𝑎,𝑚(𝑢) = 𝑅𝑎
̅̅̅̅ +  

∑ (𝑅𝑛,𝑚− 𝑅𝑎̅̅ ̅̅ )×𝑢𝑤𝑎,𝑛𝑛∈𝑈𝐶𝑎  

∑ 𝑢𝑤𝑎,𝑛𝑛∈𝑈𝐶𝑎

   (4) 

𝑝𝑎,𝑚(𝑖) =
∑  𝑅𝑎,𝑙 𝑐𝑤𝑚,𝑙𝑙∈𝐶𝐶𝑚

∑ 𝑐𝑤𝑚,𝑙𝑙∈𝐶𝐶𝑚

 , (5) 

where 𝑈𝐶𝑎 indicates the user-cluster that includes user 𝑎, and 𝐶𝐶𝑚 indicates the 

item-cluster that includes item 𝑚 . 𝑢𝑤𝑎,𝑛  and 𝑐𝑤𝑚,𝑙  represent the similarities 

between users 𝑎 and 𝑛 and between items 𝑚 and 𝑙. 𝑅𝑎
̅̅̅̅  represents the average of 

the ratings inserted by user 𝑎. 𝑅𝑛,𝑚 and 𝑅𝑎,𝑙 indicate ratings of user 𝑛 for the item 

𝑚  and of user 𝑎  for the item 𝑙 , respectively. 𝑝𝑎,𝑚(𝑢)  and 𝑝𝑎,𝑚(𝑖)  indicate the 

predicted rating scores for user 𝑎 and item 𝑙 estimated by the user-oriented and 

item oriented method, respectively. 

In the third step, the hybrid preference prediction method deducts the predicted 

rating score by combining the results of the preceding step according to the 

weighted average. The weighting is dynamically decided based on the consistency 

of the source datasets. This step is formulated as 

𝑝𝑎,𝑚(ℎ𝑦𝑏𝑟𝑖𝑑) = 𝛼 × 𝑝𝑎,𝑚(𝑢) + (1 − 𝛼) × 𝑝𝑎,𝑚(𝑖)   (6) 

𝛼 = 𝜎(𝐶𝐶𝑚) 𝜎(𝑈𝐶𝑎) +  𝜎(𝐶𝐶𝑚)⁄ , (7) 

where 𝜎(𝑈𝐶𝑎) and 𝜎(𝐶𝐶𝑚) are standard deviations of the clusters that include 

user 𝑎 and the item 𝑚, respectively. 𝑝𝑎,𝑚(ℎ𝑦𝑏𝑟𝑖𝑑) is the predicted rating score for 

user 𝑎 and item 𝑚, and 𝛼 is the dynamic weighting. 

4.3 Learning Module 

This module provides the feature vectors of users and items that are learned 

according to the rating data. This process consists of three steps: normalizing, 

learning, and re-locating. 
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In the first step, the newly-arrived ratings are normalized by the Gaussian 

Probability Model that is composed of the historical user ratings. Since standard 

points and measures of the rating scores vary across individuals, we need to unify 

these. This step is formulated as 

𝑝𝑟𝑒𝑅𝑎,𝑚 = (𝐹𝑎,𝑚 − 𝐹𝑎
⃗⃗  ⃗) 𝜎(𝐹𝑎)⁄   (8) 

𝑅𝑎,𝑚 = {

1, 𝑖𝑓 𝑝𝑟𝑒𝑅𝑎,𝑚 ≥ 10

𝑝𝑟𝑒𝑅𝑎,𝑚/20 + 0.5, 𝑖𝑓 |𝑝𝑟𝑒𝑅𝑎,𝑚| < 10

0, 𝑖𝑓 𝑝𝑟𝑒𝑅𝑎,𝑚 ≤ −10

  (9) 

where 𝐹𝑎,𝑚 represents a newly arrived rating for user 𝑎 and item 𝑚, 𝐹𝑎
⃗⃗  ⃗ and 𝜎(𝐹𝑎) 

are the average and standard deviation of the historical ratings for user 𝑎 , 

respectively, 𝑝𝑟𝑒𝑅𝑎,𝑚 indicates the preprocessed and non-normalized rating, and 

𝑅𝑎,𝑚 indicates the normalized rating. 

In the second step, mutual complementary learning between the feature vector of 

the user who inserted the rating and the item which was rated by user is performed. 

This step uses the normalized rating as a weighting and is formulated as 

𝑈𝑉𝑎⃗⃗ ⃗⃗ ⃗⃗  ⃗ =  𝑅𝑎,𝑚  ×  𝐶𝑉𝑚 + (1 − 𝑅𝑎,𝑚) × 𝑝𝑟𝑒𝑈𝑉𝑎⃗⃗ ⃗⃗ ⃗⃗  ⃗ (10) 

𝐶𝑉𝑚⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ =  𝑅𝑎,𝑚  ×  𝑈𝑉𝑎 + (1 − 𝑅𝑎,𝑚) × 𝑝𝑟𝑒𝐶𝑉𝑚⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  , (11) 

where 𝑈𝑉𝑎⃗⃗ ⃗⃗ ⃗⃗  ⃗ and 𝐶𝑉𝑚⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  are feature vectors for user 𝑎 and item 𝑚. 

In the third step, the user who inserted the rating and the item which is rated by 

user are re-located to more suitable clusters. This step does not rebuild the cluster 

model, but rather just searches the clusters with greater likelihood following the 

change in the feature vectors. 

5 Evaluation and Discussion 

In this section, we present the results for two experiments that aimed to investigate 

two different issues: the cold-start problem and the scalability problem. In the first 

experiment, ACFSC is compared against existing methods to assess whether the 

proposed method provides better performance with a sparse rating table. Our 

conjecture is that the ACFSC should show better performance during the initial 

stage, and the gap between the ACFSC and the other methods should subsequently 

become smaller. 

In the second experiment, ACFSC is compared against existing methods to verify 

whether these have an improved robustness for a high-load environment. Our 

hypothesis is that when a larger scale is obtained, this system should be more 

robust than the others. In summary, the experiments address the following 

research questions. 
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 Q1: Can ACFSC improve the performance of an initial system that has an 

extremely sparse rating matrix? 

 Q2: Is ACFSC robust for use in the high-load environment of a large-scale 

system? 

5.1 Experimental Environment 

The experiments were conducted on representative service over 6 months based 

on the Ameba recommendation engine that was developed by the authors for a 

service providing wellness content. As a comparison group, we selected the 

following hybrid CF methods: Single-Scaled Hybrid Filtering (SSF) [13], Hybrid 

Recommendation System Based on Usage frequency (HFUF) [21], and 

Reinforcement Learning Algorithm Based Hybrid Filtering (RLHF) [14]. We then 

implemented a simulator based on Ameba for the subject methods. 

The environment for the experiments consisted of an Android application and 

Windows server. A server was implemented with Apache Tomcat 7.0 and 

Windows 7. The DBMS of the server was MySQL 5.5. The integrated 

development environment (IDE) of the server was Visual Studio 2010, and the 

language used was Visual C++. A client was implemented on Android, and 

Eclipse Indigo was the IDE for the client with JAVA as the language for the 

Android SDK. 

For the experimental settings, the subject user group was composed so that the age 

of the subjects was evenly distributed. This group consisted of the 150 people 

between 20 and 60 years of age who were randomly selected from students and 

faculty members of Dankook University. The subject item set was composed in 

such a way for the characteristics of the subjects to be spread over various areas. 

The set consisted of the 347 wellness content items, including cultural, tourism, 

and leisure content that were spread over the metropolitan areas of South Korea. 

5.2 Improvement of Cold-start Problem 

In order to assess the improvement in the cold-start problem, we measured the 

Means Absolute Error (MAE) as the number of users increased. The MAE is 

widely used to measure the performance of recommender systems [20, 21]. It is an 

average of the absolute deviations between a predicted ranking and an actual 

ranking for the recommended items. This measure is formulated as 

𝑀𝐴𝐸 = ∑ |𝑟𝑖 − 𝑝𝑖|
𝑁
𝑖=1 𝑁⁄ , (12) 

where 𝑁 is the number of items, and 𝑝𝑖  and 𝑟𝑖 represent the predicted ranking and 

the real ranking of 𝑖-th item. To obtain the experimental data, we make the subject 

user group, excluding the ordinary users, insert rating scores for all items that 

were recommended. 
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Figure 2 

MAE of each Method according to users’ number 

Fig. 2 shows the MAE for each method with respect to the number of users. In 

addition, Table 2 represents the average, standard deviation, and range of the 

MAE for the selected methods. 

As shown in Fig. 2, ACFSC exhibits its greatest performance during the initial 

time and also shows a comparatively steady performance after that. However, the 

gap between ACFSC and the other methods gradually decreases as the number of 

users increases. When the number of users is greater than 500, the methods show a 

performance similar to that of RLHF, which shows a comparatively higher 

performance than the other two methods. Also, when the number of users is higher 

than 1000, the proposed method exhibits a lower performance than RLHF. 

As shown in Table 2, ACFSC presents a more stable performance than the other 

methods and also shows a slight improvement on average. ACFSC shows an 

improvement of 50.79% relative to RLHF over the given range. Also, the average 

MAE improved by 22.48%. In addition, we can make sure that the performance is 

stable for the proposed method in terms of the standard deviation. 

Table 2 

Average, Standard Deviation and Range of MAE for selected methods 

 SSF HFVF RLHF ACFSC 

Average 2.516 1.956 1.899 1.472 

Standard Deviation 0.778 0.907 1.038 0.562 

Range 2.678 2.650 3.132 1.540 
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With respect to Q1, we can claim that the proposed method improves the cold-

start problem. Also, since the problem of the first-user/item is caused by similar 

reasons as the cold-start problem, we can say that the proposed method probably 

can resolve the first-user/item problem as well. Nevertheless, we find that the 

proposed method is not able to improve the performance of the CF in an 

environment without the influence of cold-start problem. If we proceeded with the 

experiment for over 1000 users, the proposed method would not show an 

improvement in performance in this manner. 

5.3 Robustness for Large Scale Service 

In order to compare the robustness in a high-load environment, we measured the 

average response time as the number of users increased. The response time is a 

critical requirement for web-based services, such as a search engine and a 

recommender system. This method is defined as the amount of time that is 

required to provide a service. The gradient in the response time for the number of 

users can reveal how scalable a recommender system actually is. The average of 

the response time is then calculated based on the historical log of the server. 

Fig. 3 represents the average for the response time of each method according to 

the number of users. Table 3 shows the average, standard deviation, and the range 

of the response time for the selected methods. 

 

Figure 3 

Average Response Time of each method according to the number of users 

As shown in Fig. 3, we find that ACFSC shows a much shorter response time than 

the other methods by excluding the initial time. In addition, it exhibits a 

remarkably low and steady gradient. When the number of users is greater than 100, 

it has much shorter response time than HFVF, which shows a shorter response 
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time than the other two methods. Furthermore, when the number of users is 

greater than 900, ACFSC shows a stable gradient while the response time of 

HFVF starts to exponentially increase. In particular, as mentioned above, when 

the number of users is greater than 500, RLHF shows similar values as MAE with 

the proposed method while we can see that the response time for RLHF 

exponentially increases. On the other hand, ACFSC shows a linear increase at that 

time. 

In addition, as shown in Table 3, ACFSC presents a more stable response time 

than the other methods, and also shows a remarkable improvement on average. 

Our method improves by 48.25% on average, as compared with HFVF. Also, the 

range improved by 74.18%, and furthermore, we can see clear improvement in the 

standard deviation. 

Table 3 

Average, Standard Deviation and Range of Response Time for selected methods 

 SSF HFVF RLHF ACFSC 

Average 0.672 0.485 0.894 0.251 

Standard Deviation 0.359 0.267 0.531 0.093 

Range 1.131 0.980 1.587 0.253 

With respect to Q2, we can make sure that the proposed method improves the 

robustness of the system for use in a large-scale service. At the initial time, 

ACFSC shows a similar response time as the others, but this is caused by the fact 

that all of the other methods have extremely sparse rating matrices at that time. 

5.4 Discussion 

As comparing with SSF and RLHF, the proposed method (ACFSC) outperforms 

the existing contents-based CF methods with respect to the data sparsity problem 

and the scalability problem. SSF and RLHF tried to improve the data sparsity 

problem by building CBF model based on metadata of items (i.e., genre, running 

time, and so on). However, as shown in Fig. 2, the metadata cannot improve the 

data sparsity problem enough since it can only reflect superficial features of items. 

The proposed method solved this issue based on mutual learning between the 

feature vectors of items and users. It makes an accuracy of the feature vectors 

gradually better. 

Also, in terms of the scalability problem, ACFSC overcomes a limitation of the 

existing contents-based CF methods. As shown in Fig. 3, SSF and RLHF cannot 

improve the scalability problem since they estimate user preference by combining 

two independent filtering methods which are CF and CBF. On the other hand, the 

proposed method improved the scalability problem based on cluster models of 

items and users. It reduces time complexity to compose neighborhoods of items or 

users. In case of original CF methods, the time complexity to build model is 
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directly proportional to the number of items and users. However, in case of the 

proposed method, the time complexity to build model is directly proportional to 

the number of clusters of items and users. 

Furthermore, as comparing with HFVF, ACFSC outperforms the existing rule-

based CF methods with respect to the fore-mentioned two problems. HFVF used 

usage frequencies of items to improve the scalability problem. It extracted 

association rules from the usage frequency and applied them to reduce the number 

of target items to recommend (called as a coverage). As shown in Figs. 2 and 3, it 

can improve the scalability problem partially, but it cannot improve the data 

sparsity problem. Also, the proposed method reduces the coverages for both items 

and users. However, it improves both the data sparsity problem and scalability 

problem, since it reduces the coverages based on the cluster models built by 

preferences of users and improves them gradually. 

Conclusion 

The exponential increase in information (the so-called “Big Data paradigm”) has 

caused difficulties in searching for desirable information and in addressing the 

increase in content. Therefore, the necessity of developing scalable recommender 

systems is on the rise. In this paper, we have proposed a highly scalable method 

(Adaptive Collaborative Filtering Based on Scalable Clustering) to guarantee 

stable performance and robustness of a recommender system for use in a large-

scale system. 

With respect to the two research questions that were previously mentioned, the 

proposed method performed outstanding improvements. With respect to Q1, we 

can claim that the proposed method improves system performance when there is a 

cold-start problem. Also, since the first-user/item problem is caused due to reasons 

similar to those of the cold-start problem, we can say that the proposed method 

can probably resolve the first-user/item problem, too. With respect to Q2, the 

proposed method was found to improve robustness for use in large-scale services. 

Nevertheless, we also find that the proposed method cannot improve performance 

in a CF environment that does not have the influence of the cold-start problem. 

Our future work will therefore improve the clustering algorithm to improve 

system performance not only during the initial time. 
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