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Abstract: The modeling problem is one of the important topics in engineering applications. 

In various applications, it is required to find a mathematical model to represent the 

relationship between output and the associated input variables. In this study, an approach 

on basis of a new deep learned type-3 (T3) fuzzy logic system (FLS) is introduced.           

The modeling of CO2 solubility on basis of temperature, molality of NaCl, and pressure is 

considered as an application. The monitoring of carbon dioxide (CO2) solubility in brine is 

one of the effective approaches in carbon capture and sequestration technique to reduce it 

in the atmosphere. A new hybrid learning method is presented to optimize the suggested 

model. The new adaptation laws are carry-out to tune the rule parameters and centers of 

membership functions (MFs). The values of horizontal slices and α- cuts are learned by the 

unscented Kalman filter (UKF). By the real-world experimental data sets, several 

statistical examinations, and comparison with conventional well-known fuzzy neural 

networks (NNs) and learning methods, the reliability and good performance of the 

suggested method are demonstrated. Also, the sensitivity of the input variables is analyzed 

by the use of the Sobol approach. 
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1 Introduction 

Modeling problem is one of the important topics in engineering applications.       

In various applications, it is required to find a mathematical model to represent the 

relationship between output and associated input variables. In recent years, one of 

the main approaches that have been frequently reported in the literature to 

decrease carbon dioxide (CO2) is carbon capture and sequestration (CCS).         

The solubility of CO2 in brine is the basic factor in the CCS. Then forecasting the 

solubility of CO2 with the desired accuracy is an important research topic [1]. 

For modeling and forecasting the solubility of CO2, many approaches have been 

presented. For example, in [2], some experimental data in a special pressure and 

temperature is obtained, and then using Peng–Robinson equations a mathematical 

model is extracted. In [3], a thermodynamic model by the use of Soave–Redlich–

Kwong equations is presented and its accuracy is discussed by some experimental 

data. The reliability of various existing models is discussed in [4], and the effect 

of pressure is studied. In [5], the development of scientific models for CO2 is 

reviewed and the practical conditions to evaluate the capability of various models 

are discussed. In [6], by the use of VPT, CPA-SRK72, and PC-SAFT equations a 

model is presented to predict the solubility of CO2 in brine and water, and the 

sensitivity of CO2 solubility with respect to the temperature and pressure is 

investigated. In [7], some experimental data at high pressure for CO2 solubility in 

brine is measured and then by Whitson equations, a model is developed. In [8], 

using Setschenow coefficients a developed model is presented and its performance 

is compared with other models and also the behavior of CO2 solubility in versus of 

temperature is investigated. In [9], some new experimental data is presented and 

the Patel-Teja equation is taken to account to construct a model and its agreement 

with gathered data is investigated. In [10], by the staticanalytic method some new 

experimental data is extracted and two models are developed by the use of 

Robinson Cubic and Soreide and Whitson equations. In [11], the Soave–Redlich–

Kwong equation is developed to obtain a model, and its superiority against the 

Peng–Robinson model is studied. 

The machine learning techniques and intelligent systems such as FLS and neural 

networks have been successfully employed on various engineering problems such 

as complex problem applications [12], risk solving [13], prediction problems [14], 

optimization [15], susceptibility analysis [16], classification problems [17], 

control systems [18], among many others. However, rarely studies can be found in 

literature about modeling and forecasting CO2 solubility by these techniques.      

For example, in [19], the least-square support-vector machine (LSSVM) is 
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proposed to estimate the CO2 solubility, and its effectiveness is investigated in 

versus of optimized FLS by particle swarm optimization (PSO) technique. Similar 

to [19], the superiority of LSSVM against multi-layer perceptron (MLP) and 

radial basis function NN (RBF) is shown in [20]. It is declared that the R-squared 

value for LSSVM is 0.991 is versus of 0.964 and 0.916 for MLP and RBF, 

respectively. In [21], the Adaptive Boosting (AdaBoost) algorithm and NNs 

concept are combined to establish a model and its carnality is compared with 

LSSVMs. Similarly, in [22], the superiority of the AdaBoost technique is 

investigated by comparison with MLPs and LSSVMs. In [23], an Extra Trees 

model is developed and it is declared that the performance of the suggested 

method is better than FLS and NN approaches. In [24], two systems on basis of 

RBF and FLS are optimized by the genetic algorithm (GA) to estimate the CO2 

solubility. In [25], an FLS is optimized to approximate the CO2 solubility and its 

accuracy and convergence velocity are studied. In [26], the FLS, NN, and self-

organizing map techniques are combined to construct an intelligent model to 

predict CO2 as a function of economic enhancement and energy consumption. In 

[27], an FLS model is developed, and by the use of Monte-Carlo method the 

sensitivity of the model with respect to pressure and temperature is investigated. 

In [28], an FLS is tuned by PSO algorithm and it is applied for CO2 and methane 

solubility. In [29], the CO2 viscosity is modeled by MLP and the parameters of 

MLP are optimized by the Levenberg-Marquardt (LM) algorithm and it is shown 

that the use of LM results in better accuracy in contrast to conjugate gradient 

algorithm. Similarly, in [30], an FLS is learned by various evolutionary 

optimization methods such as artificial bee colony (ABC), PSO, and GA, and the 

superiority of optimized FLS by PSO is shown. In [31], the effectiveness of the 

LSSVM in estimating the CO2 solubility is studied and the influence of salinity, 

pressure, and temperature is analyzed. In [32], a model is developed by the use of 

GA and support vector machine (SVM), and its proficiency is examined in versus 

of NN-based approaches. In [33-36], decision making techniques are used for 

modeling problems in engineering applications. Recently it has been shown that 

the high-order FLSs are more effective than conventional NN-based approaches in 

modeling complicated nonlinear systems. However, it has not  been used in CCS 

problem. 

Motivated by the above literature review, in this paper, a new approach on basis of 

deep learned type-3 FLS is proposed to construct a model for CO2 solubility 

estimation. For the first time, in addition to the rule parameters, the centers of MFs 

and level of horizontal slices are also learned. The effectiveness of the suggested 

method is examined by several statistical analyses and comparisons with 

conventional well-known methods. The main highlights are: 

• For the first time, a deep learned T3-FLS is proposed. 

• A hybrid learning method is presented such that, in addition to the rule 

parameters, the centers of MFs and level of horizontal slices are also learned. 

• A new approach is presented to investigate the sensitivity of input variables. 
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• Several statistical analyses are provided to verify the effectiveness of the 

suggested T3-FLS. 

• Some comparisons with various fuzzy neural networks and learning 

algorithms are provided to show the superiority of the suggested T3-FLS and 

hybrid learning method. 

2 Proposed Type-3 FLS 

2.1 General View 

The type-3 FLS [37], is the generalization of the type-2 FLS that has more 

capacity to cope with uncertainties. A general view on the suggested T3-FLS is 

depicted in Figure 1. In T3-FLSs, as shown in Figure 2, the secondary 

membership function (MF) is also a type-2 MF. Then the upper and lower bounds 

of memberships are not constant in contrast to the type-2 MFs. This features cause 

that more level of uncertainties can be handled by type-3 MFs. 

2.2 Structure 

In this section, the process of computing is explained: 

1) The inputs are T, P, and M, which represents temperature (◦K), pressure (bar), 

and molality of NaCl ( 1mol kg  ), respectively. 

2) For each inputs T, P, and M, two membership functions (MFs) are considered. 

The MFs of inputs T, P and M are denoted as 
1 2

T T
S S and 

1 2

P P
S S , respectively. 

Each MF is horizontally sliced into n levels as shown in Figure 2. As shown in 

Figure 3, for each input, the upper and lower memberships for horizontal slice 

level αh, are computed. For input T the upper and lower memberships at horizontal 

splice level αh  are obtained as: 
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Figure 1 

A general view on the suggested type-3 fuzzy logic system 
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where, h = 1,...,n, j = 1,2, 
|
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c


is the center of MF |j

P hS  , 
|
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  and 
|
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  are 

the upper and lower standard division for |j

P hS  . Similarly, for input M, one has: 
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where, h = 1,...,n, j = 1,2, 
|
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is the center of MF  |j

M hS  , 
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|

j
hMS 

  

are the upper and lower standard division for |j

M hS  . 

3) The upper rule firing at 
h  are computed as: 
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For upper rule firing at αh, one has: 
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Similarly, the lower firing rules at upper and lower slices are computed as: 
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4) For the first type-reduction, the upper and lower of estimated output are 

computed as: 

 

 

Figure 2 

The horizontal slices of type-3 MF 
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Figure 3 

Representation of upper and lower memberships by two horizontal slices 
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where, R = 8 is the number of rules, 
l and l  are the lower and upper of l−th rule 

parameters. 

5) For the second type-reduction, one has: 
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6) The output ŷ  is the estimated solubility (mol · kg−1) that is computed as: 
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3 Learning Algorithm 

In this section, the rule parameters, the centers of MFs, and the values of 

horizontal slices are tuned. 

3.1 Tuning of Rule Parameters 

The rule parameters are tuned by the EKF algorithm such that the following cost 

function are to be minimized: 

 
21

ˆ
2

dJ y y   (27) 

where, 
dy  is the desired solubility (mol·kg−1) and ŷ  is the output of the 

suggested T3-FLS that represents the estimated solubility (mol·kg−1). The tuning 

laws for the upper and lower rule parameters   and  are given as: 
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3.2 Tuning of MF Parameters 

For the antecedent parameters, the centers of MFs are tuned on basis of gradient 

descent method. Then the tuning laws are written as: 

   1 , 1,2j j
T T

j
T

S S

S

J
c t c t j

c



   


 (32) 

   1 , 1,2j j
P P

j
P

S S

S

J
c t c t j

c



   


 (33) 

   1 , 1,2j j
M M

j
M

S S

S

J
c t c t j

c



   


 (34) 

where, γ is the training rate. 1/
TS

J c   is obtained as follows: 
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 (35) 

where, 
l

T  represents the l−th element of vector T . The vector T  is defined as: 

 1,1,1,1,0,0,0,0T   (36) 

where, the elements of T  in the rules that include 1
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The computation for terms 2/
TS

J c  , 1/
MS

J c  , 2/
MS

J c  , 1/
PS

J c   and 

2/
PS

J c  , are the same as 1/
TS

J c  , with difference that T  is repealed with T , 

M , M , P  and P , respectively. Also terms 1 |T hS
c


, 1 |T hS

c


, 1 |T hS 
  and 1

2

|T hS 
  

should be replaced with the corresponding terms. The vectors T , M , M , P  

and P  are defined as: 

   0,0,0,0,1,1,1,1 , 1,0,1,0,1,0,1,0T M    (43) 

     0,1,0,1,0,1,0,1 , 1,1,0,0,1,1,0,0 , 0,0,1,1, 0,0,1,1M P P      (44) 



M.-W. Tian et al. A Deep-learned Type-3 Fuzzy System and Its Application in Modeling Problems 

 – 162 – 

3.3 Optimizing of Horizontal Slices 

For the optimizing of horizontal slices level, the UKF algorithm is used. To apply 

UKF algorithm the state space of the suggested T3-FLS is written as follows: 

     

          

1

ˆ 1 T3-FLS | |

t t t

y t u t t t t

  

  

  

  
 (45) 

where, ν (t) and υ (t) represent noise with covariance νp and υm, respectively. u(t), 

 t  and α(t) are the vectors of input variables, consequent parameters and values 

of horizontal slices, respectively. The sigma points   are computed as: 

, 1,...,2z z zw z n     (46) 

where, n is the number of α-cuts and 

 ( ) , 1,...,
T

zw n t z n   (47) 

 ( ) , 1,...,
T

z nw n t z n     (48) 

where, ( )t  is the covariance matrix. For each  t  in (46), the output of T3-

FLS are computed as: 

        1 T3-FLS | |z zy t u t t t    (49) 

From (49), the average y  is: 
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The cross-covariance y  is obtained as: 
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where, ̂  is computed as: 
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1
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zn
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Kalman gain is computed as: 

  1

yK t     (53) 

Finally, the vector of α-cuts are updated as: 

       1t t K t y t     (54) 
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5 Evaluation Indexes and Data Description 

To examine the performance of the suggested method, 550 real-world data are 

collected from [7, 38]. The maximum of pressure, molality, temperature, and 

solubility are 1400, 6.14, 723.15, and 12.35, respectively. The minimum of 

pressure, molality, temperature, and solubility are 0.98, 0.016, 273.15, and 0.01, 

respectively. The data is normalized into the range [0,1]. 80% of data is randomly 

selected for training process and remains for testing. 

To examine the capability of the suggested method, the following indexes are 

employed: 

     
2 2

1 1

1
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i i i
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 (56) 

where, N represents the number of data, yi is the real solubility, ˆ
iy is the estimated 

solubility and RMSE, TIC and VAF are root mean square error, Theil’s inequality 

coefficient, and variance account for, respectively. 

6 Simulation 

In this section, the performance of the suggested T3-FLS and hybrid learning 

algorithm is examined. 

6.1 Results for Testing Data 

To examine the estimation performance of the suggested T3-FLS and learning 

algorithm several statistical analyses were presented. Estimation performance for 

test and training data are shown in Figure 4. It is seen that the estimated solubility 

is well converged to the real one and the estimation error is at a desired and 

logical level. 
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Figure 4 

(a): Estimation performance for testing data ; (b): Estimation performance for training data 

The absolute error for testing data and the values of RMSE, VAR, and TIC for 

testing data are given in Figure 5. One can see that the maximum and of the 

absolute error in the worst state is less than 2. 

 

Figure 5 

(a): Absolute error for testing data; (b): The values of RMSE, VAR and TIC for testing data 
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Figure 6 

(a): The value of TIC for testing data; (b): Histogram diagram for TIC for testing data; (c): Box plot of 

TIC for testing data 

The value of TIC, the histogram plot for TIC, and Box plot of TIC for testing data 

are depicted in Figure 6. It is seen that the mean of TIC is about 0.08, and the 

maximum of TIC is less than 0.09. The value of RMSE at each iteration, the 

histogram plot of RMSE, and Box plot of RMSE for testing data are shown in 

Figure 5. The mean of RMSE is about 0.25 and the maximum of RMSE is less 

than 0.26. The value of VAR at each iteration, the histogram plot of VAR, and the 

Box plot of VAR for testing data are given in Figure 8. It is seen that the value of 

VAR is small enough and the results in various iterations are close to each other. 

The values of R2 in iterations are shown in Figure 9. As it is seen the average of 

R2 is greater than 0.95, which represents a good correlation. 
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Figure 7 

(a): The value of RMSE at each iteration for testing data; (b): Histogram plot of RMSE for testing data; 

(c): Box plot of RMSE for testing data 

 

Figure 8 

(a): The value of VAR at each iteration for testing data; (b): Histogram plot of VAR for testing data; 

(c): Box plot of VAR for testing data 
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Figure 9 

(a): The value of R2 at each iteration for testing data; (b): Histogram plot of R2 for testing data; (c): 

Box plot of R2 for testing data 

6.3 Sensitivity Analysis 

For sensitivity analysis, the Sobol method is employed. In this approach, the 

variance of the solubility is decomposed on its input variance. The sensitivity 

index is a value between 0 and 1. The larger index represents the higher influence. 

The values of the first-order sensitivity index for the suggested T3-FLS model are 

given in Table 1. As it is seen the most effective variable of solubility is the 

pressure. 

Table 1 

Sensitivity analysis by Sobol approach 

6.4 Comparison and Discussion 

A comparison of RMSE with various neuro-fuzzy systems is given in Table 2. 

The performance of the suggested method is compared with the MLP, RBF, type-

1 FLS (T1-FLS), and type-2 FLS (T2-FLS). It is observed that the suggested T3-

FLS results in better solubility perdition performance. To better show the 

accommodation between model output and measured data, the cross plot for train 

and testing data is depicted in Figure 10. It is seen that most of the training and 

testing data are near the unit slope line. This plot verifies the good estimation 

Structure Temperature Pressure Molality of N 

First-Order Sensitivity Effect 0.0396 0.2291 0.1256 
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performance and well accommodation. Furthermore, a comparison with other 

learning methods is given in Table 3. The proposed hybrid learning system is 

compared with GA, PSO, and ABC algorithms that are frequently used in 

literature for optimization of models of CO2 solubility. It is seen that the 

suggested hybrid learning method results in better accuracy. 

Table 2 

Comparison of RMSE with various neuro-fuzzy systems 

Structure MLP RBF T1-FLS T2-FLS T3-FLS 

RMSE 0.34 0.33 0.31 0.27 0.23 

R2 0.81 0.82 0.83 0.85 0.95 

Table 3 

Comparison of RMSE with various learning algorithms 

Learning 

Method 
PSO GA ABC Proposed 

RMSE 0.31 0.30 0.28 0.23 

 

Figure 10 

Cross plot for train and testing data 

Conclusions 

In this study, a new approach on basis of type-3 FLSs is proposed to construct a 

model between solubility and affective variables such as temperature, pressure, 

and molality of NaCl. The parameters of the suggested model are tuned by a 

hybrid learning method using EKF and UKF. The rule and centers of membership 

functions are optimized by EKF and the level of horizontal slices are tuned by the 

UKF algorithm. Several statistical analyses such as plotting the trajectories of 

TIC, VAR, RMSE, Box plot, R-squared, and histogram plot are provided to 
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demonstrate the effectiveness and reliability of the suggested method. It is shown 

that the estimation performance in various initial conditions does not change 

significantly. Also, two comparisons with conventional well-known structures and 

well-known learning algorithms demonstrate the superiority of the presented T3-

FLS and learning algorithm. Furthermore, sensitivity analysis by the Sobol 

approach is provided to show the most effective input variable of T3-FLS. 
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