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Abstract: The use of open-ended questions in surveys for conducting research in various 
fields of activity allows you to obtain detailed and in-depth information that can be used to 
make important decisions. However, automatic processing of open questions is a complex 
task that requires an integrated approach. This study proposes a methodology based on 
sentiment analysis, topic modeling, and text networks to extract useful data on satisfaction 
with the university's digital ecosystem and the current situation. The methodology allows 
you to get a more complete picture of the level of satisfaction of students, lecturers and 
other participants in the university's digital ecosystem, as well as identify problematic 
issues and offer specific recommendations for their improvement. The main contribution of 
the article is the use of algorithms for modeling topics and network structures to 
complement the results of the analysis of the tone of the text. The methodology includes 
Data Gathering, Text Processing, Text Mining and Recommendations. The proposed 
methodology is applicable not only to the educational field, but can also be replicated for 
automatic processing of unstructured data in other areas. 
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Introduction 
Recently, the modern educational society has been undergoing various 
transformations. The active introduction of new learning solutions and 
technologies, including IT technologies, into the educational process, in turn, 
demonstrated significant changes in the field of higher education. Such changes 
also imply the development of digital technologies that contribute to increasing 
the level and support of teaching and learning processes, management processes 
of the entire digital ecosystem of higher education institutions (hereinafter referred 
to as universities) [1]. 

Today, many universities are striving to invest in digital technologies in order to 
provide high-quality services for learning, facilitate and transform teaching 
processes [2], as well as to increase the level of involvement of both lecturers and 
students in the educational process. In this regard, the need to assess and analyze 
the quality of services provided by universities for students makes it possible to 
identify important aspects and existing problems in the educational, 
organizational, administrative and other sectors of the digital ecosystem [3]. As is 
known, in practice, most researchers use various methods and technologies to 
evaluate the work of the existing digital system of universities, among which 
studies aimed at establishing feedback with subjects (lecturers, students, staff) of 
educational activities give good results and objective assessments. So, for 
example, conducting surveys, questionnaires [4]-[7] among students, lecturers and 
other staff are an effective way to organize data collection for further research 
evaluation of the university's work. The application of textual analysis methods 
and technologies to the collected data currently allows for a thorough and 
comprehensive study. The purpose of this article is to assess the digital ecosystem 
of the university through the use of intelligent analysis of open-type responses. 
Thus, this study is aimed at determining the main strategies for the formation and 
development of the university's digital ecosystem, as well as assessing its current 
state. 

1 Related Works 
High-quality education in any country depends on many well-known factors, 
among which the digital ecosystem plays an important role at different levels of 
education. In our case, the digital ecosystem of the university is considered, which 
provides various communication tools for all subjects of education and 
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stakeholders, thereby meeting their needs related to educational, research and 
innovation activities. 

The processes related to improving the quality of education, the introduction of 
new forms and technologies of education, allow universities to remain competitive 
in the market of services provided among many higher educational institutions. In 
this regard, receiving feedback from participants in the educational environment in 
the form of regular monitoring, polling, questionnaires, analysis and evaluation of 
accumulated data, make it possible to introduce new solutions and develop the 
digital ecosystem of universities. So, in [8], the authors present a study in which 
they analyze text data collected from university social media sites in order to 
assess their competitiveness. The study used data from five international 
universities and data from five local private universities (Lahore, Pakistan). As a 
research problem, the authors consider obtaining and disclosing answers to such 
questions as the use of social networks and its impact on attracting potential 
students. The data analysis uses an approach combining statistical analysis, 
sentiment analysis and text analysis. The application of text analysis based on 
comments showed the frequency of use of words such as "RIU", "Riphah", 
"Lahore", "Program", "Admission", "apply", thereby showing the attractiveness 
for admission to RIU International University. Based on the analysis obtained, the 
authors offered their recommendations that will allow universities in general to 
promote their brand and increase their attractiveness to potential students using 
social networks. In [9], a two-stage methodology (quantitative and qualitative data 
analysis) is considered to assess lecturers' opinions and visions of existing 
problems and achievements related to the use of digital technologies for teaching 
and learning in Latin American universities (LATAM). At the heart of the 
methodology, researchers use Text Mining (sentiment and emotional valence 
analysis) to analyze the opinions of university lecturers with the task of 
identifying hidden problems, as well as the reasons influencing the use of digital 
technologies for teaching and learning. In the research phase, the authors used the 
Kruskal-Wallis H-test to quantify the data on the collected questions. This type of 
analysis revealed the problems associated with the lack of training, infrastructure 
and resources, access to the Internet and digital platforms in the teaching and 
learning process. At the research stage, for qualitative data analysis, the authors 
applied the Text mining analysis (sentiment/ emotional valence) to identify the 
most commonly used terms that describe the problems associated with the use of 
digital technologies for teaching and learning in Latin America. Thus, the results 
of the analysis confirmed the main factors associated with limited training and 
resources, access to the Internet and infrastructure, thereby reflecting the problems 
in terms of the level of introduction of digital technologies in the education of 
universities in Latin America. 

Establishing feedback with participants and students based on collecting their 
opinions, feedback and comments on all components and structural elements of 
the educational process of universities is an important aspect for determining 
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levels of satisfaction and competitiveness. In [10], an extended hybrid multilevel 
approach of thematic modeling is proposed for evaluating a textual dataset that is 
obtained as a result of establishing feedback with students of academic 
institutions. The proposed approach is based on Aspect-based sentiment analysis 
(ABSA). This type of data analysis identifies a set of aspect terms and meanings 
from a text fragment. The proposed Aspect2Labels (A2L) approach divides the 
data analysis system into three levels. The layers of the system extract terms of 
high and low-level aspects, comparisons of extracted terms and classifications are 
carried out. At the initial level, various LDA variants were used for the aspect 
extraction process. At subsequent levels, various machine learning algorithms 
were applied to the extracted aspects for the purpose of classification. The authors 
were able to obtain 97% and 93% accuracy on the test dataset using the support 
vector machine (SVM) and artificial neural networks (ANN). In [11], statistical 
classifier methods are also used to extract suggestions from qualitative student 
reviews for seven undergraduate courses, where the decision tree method (C5.0), 
according to experiments, showed a good result. 

Currently, topic modeling is one of the new methods in Text mining, as it allows 
you to discover hidden knowledge in datasets and search for relationships between 
text documents. Thus, in [12], a methodology is described that is based on 
extracting hidden information from textual survey data in the field of teacher self-
assessment using thematic modeling. The proposed methodology uses algorithms 
for modeling the text network and thematic modeling of LDA. The methodology 
under consideration is implemented in 4 stages: creation of a text database; text 
analysis and topic modeling; network modeling; relevance of identified topics. 
The use of clustering algorithms in the structure of the methodology made it 
possible to supplement the results obtained when performing thematic modeling. 
As a result of the research on the developed methodology, the authors present a 
collection of basic strategies for lecturers to use in the classroom with the aim of 
improving student retention is presented. In [13], the process of using the resource 
of answers to open feedback questions using the thematic modeling approach is 
also considered. Thematic models are created using the LDA method. Methods of 
qualitative and quantitative assessment are used to verify the results of the topic. 
The proposed process allows lecturers to analyze the quality of teaching at the 
program level or at the whole institution or in individual courses with a very large 
number of students. The use of text analysis and machine learning methods has 
shown good effectiveness in extracting useful topics from the mass of open 
student reviews. The study in [14] also presents a tool (Palaute) for analyzing 
written student feedback using thematic modeling and emotion analysis. In [15], 
the strengths and weaknesses, opportunities and threats affecting the university's 
activities are investigated and identified based on the analysis of online student 
reviews using text analytics. The study uses thematic modeling, sentiment 
analysis, root cause analysis and SWOT analysis, where a group of thematic 
models of Latent Dirichlet allocation (E-LDA) is also used for thematic modeling 
and the predominant key topics discussed by students are determined. 
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In [16], a study and assessment of students' views on how distance learning has 
affected their academic level of progress and success was conducted. The main 
objective of the study was to extract important issues from the opinions of 
students during online learning. In conducting data analysis, the authors used 
statistical data analysis and a text mining approach. As a result of the study, text 
mining revealed the positive aspects of online learning in the form of frequent 
pairs of words like "flexible location", "flexible schedule", "social distance", "park 
pass". The most common pair of words that have been used to describe negative 
online learning experiences include "human interact," "due date," "distance learn," 
"real-time," "class synchrony." In [17], the degree of satisfaction of students with 
a massive open online course (MOOC) is assessed. The course analysis used a 
supervised machine learning algorithm, sentiment analysis, and hierarchical linear 
modeling. In [18], the factors influencing the satisfaction of students with MOOCs 
using Latent Dirichlet allocation (LDA) are also investigated and a qualitative 
comparative analysis (QCA) with a fuzzy set is carried out to analyze 
configurations of high and low high levels of satisfaction with learning in the field 
of computer science. Similar studies to improve the MOOC learning experience 
have been conducted in [19]-[20], which also use latent and Latent Dirichlet 
allocation (LDA) models to identify important topics from the collected student 
responses. The application of the statistical method of Latent Dirichlet allocation 
(LDA) is also used in [21] to identify aspects of students' satisfaction with courses 
based on the collected survey data. In [22], the LDA model is also used to analyze 
the text of the survey results to assess the self-perception of IT students. 

The study of issues related to the assessment of the quality of educational services 
provided, which also assesses the information and digital components of the entire 
educational space, in turn require comprehensive research. As such studies, it is 
possible to conduct a survey of respondents to identify cause-and-effect 
relationships between the parameters characterizing the changes associated with 
the development and implementation of new educational management 
mechanisms. In the above review of research papers, the authors mainly used 
methods related to text data analysis, classification, as well as thematic modeling. 
Many studies use latent and Latent Dirichlet allocation (LDA) models to identify 
important terms from the collected responses of respondents. An analysis of these 
papers shows that in most cases, these studies mainly limit their results to 
identifying important topics and interpreting them, without establishing links 
between certain topics. It should also be noted that most of them are dominated by 
quantitative analysis without in-depth interpretation [8, 10], samples may be 
unrepresentative, and the influence of factors on the educational process is not 
analysed [9, 16]. There is a lack of verification of the proposed models, and 
management recommendations are not sufficiently developed, which reduces the 
practical significance of the findings [10, 13]. Our research has developed an 
approach based on the consistent application of sentiment analysis, thematic and 
network modeling. This approach allows for a deeper analysis of textual data, 
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identifying hidden topics and finding connections between objects based on their 
content. 

2 Methodology 

Improving the competitiveness and effective operation of a modern university is 
currently becoming one of the most urgent tasks of higher education. Today, many 
studies show that the digital transformation of the higher education system has a 
significant impact on solving such problems. A comprehensive analysis and 
assessment of the university's digital ecosystem reveals many aspects related to 
management vision, material and technical equipment, the level of application of 
modern communication tools, the level of introduction of modern technologies 
into the educational process, etc. Receiving feedback from the subjects of the 
educational environment make it possible to introduce new solutions and develop 
the university's digital ecosystem. 

In this regard, this article examines and analyzes the collected data sets of 
respondents (students, teachers, staff) to assess the quality of the digital ecosystem 
of three universities in East Kazakhstan (S.Amanzholov East Kazakhstan 
University, Kazakh-American Free University and D.Serikbayev East Kazakhstan 
Technical University (hereinafter the University). In addition, as a result of the 
study, it was assumed to identify factors and existing problems affecting the 
further development of the university's digital ecosystem as a whole. 

An online survey method was chosen to assess user satisfaction with the 
university's digital ecosystem. The online survey was compiled in Russian. 
723 people took part in the survey (43% of respondents belong to the category of 
"Lecturers", 45% - "Students" and 12% - "Developers"), from three regional 
universities of the Republic of Kazakhstan. The preparation of the online survey 
questions was carried out taking into account the characteristics of these subjects 
of education. The survey consisted of 17 questions on the digital ecosystem of the 
university, divided into three blocks: the main factors taken into account in the 
formation and development of digital ecosystems of universities (9), difficulties 
and problems of ecosystem formation based on a digital platform (4), 
recommendations for the formation and development of a digital ecosystem (4). 

In this study, the proposed assessment methodology user satisfaction with the 
university's digital ecosystem is based on the analysis of open-ended questions, 
the contents of which are presented in Table 1. The respondents' answers to other 
types of questions such as closed questions and Likert scale questions were 
analysed using statistical methods and the results of this study are presented in 
[23]. 
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Table 1 
The structure of the questions 

 Questions 
1 2 3 4 

The impact 
of the 
University's 
digital 
ecosystem 
on various 
aspects of 
teaching 
staff 
activities 

Digital 
competencies 
of teaching 
staff 

Digital 
educational 
resources 
 

Recommendations 
for the formation 
and improvement 
of the University's 
digital ecosystem 

Lecturers + + + + 
Developers - - - + 
Students - - + + 
 5 6 7  

Difficulties 
in 

acquiring 
software 

and 
hardware 

Personnel 
shortage 

Integration with government 
systems and databases 

Lecturers - - - 
Developers + + + 
Students - - - 

The proposed methodology (Figure 1) includes data collection and purification, 
data preprocessing, sentiment analysis, thematic and network modeling, 
interpretation of the results in the form of recommendations and conclusions. 

 
Figure 1 

Research methodology 
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The first step describes the steps necessary to collect and clean up a text dataset. 
This means that after the collection procedure from the source data, it is necessary 
to carry out the process of removing irrelevant information, which further 
interferes with the analysis and distorts its results. The next stage includes the 
basic operations of processing a text dataset such as tokenization, normalization 
(lemmatization) and removal of stop words from the source text. All of the above 
operations are very important since the results of thematic modeling directly 
depend on how the preprocessing of texts was carried out [24]-[25]. 

The third and fourth stages are based on natural language analysis and machine 
learning to extract valuable information from unstructured data. First, a 
sentimental analysis is carried out to determine the tonality of the text, then 
thematic modeling is carried out to identify the main topics. At the last stage, 
network data modeling is used to study the relationships between the data and 
obtain more relevant research results. All these methods help you make informed 
decisions based on survey data and extract valuable insights from unstructured 
data. 

2.1  Data Gathering 

Data collection was carried out by distributing a link to an online survey among 
lecturers, students and developers. At the stage of data purification, specialized 
data processing modules were used, the purpose of which is to eliminate various 
factors that degrade the quality of data and prevent their correct analysis. 

2.2  Text Preprocessing 

In general, the data preprocessing stage is the most important operation since the 
success of the subsequent stages of work depends on the quality of the data [26]-
[27]. Therefore, it is important to devote enough time and attention to this stage in 
order to have reliable and accurate material for analysis and drawing conclusions 
in the future. 

The data preprocessing stage consists of several key steps. It begins with the 
removal of stop words, such as common prepositions and conjunctions that do not 
carry meaningful information. This is followed by the processes of lemmatization 
and stemming: within the framework of lemmatization, words are transformed 
into their grammatical bases, taking into account the peculiarities of the language, 
while stemming reduces words to their root forms without taking into account 
grammar. Noise removal completes the stage, which includes filtering out 
unwanted characters such as special characters and punctuation marks. 
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2.3  Sentiment Analysis 

The sentiment analysis of the respondents' responses was performed using a 
polynomial naive Bayesian classifier. The polynomial naive Bayesian classifier is 
one of the popular classification algorithms that is widely used in sentiment 
analysis. The algorithm evaluates the probabilities that the text belongs to certain 
classes (positive, neutral or negative mood) and then assigns the text the class with 
the highest probability [28]-[29]. The ratio of training and test data is 70:30.  
The result of the classification is shown in Figure 2. 

 
Figure 2 

Classification result 

The performance of the classifier is evaluated using the confusion matrix, which is 
shown in Figure 3. The Confusion matrix shows the number of correctly and 
incorrectly classified examples for each class. 

Since, the dataset does not have an equal number of labels for the classes under 
consideration, there is an issue with an unbalanced dataset and this may lead to 
poor classification quality. Therefore, balancing methods such as SMOTE and 
ROSE were applied to the dataset. Based on these methods, the amount of data for 
classes that are not frequently encountered while preserving the statistical 
properties of the sample was increased and data normalization was applied. 
Applying a polynomial naive Bayesian classifier to analyse the dataset, also 
requires an evaluation of the classifier performance. The quality evaluation of the 
classifier model is presented in Table 2, which shows the high performance of the 
algorithm. 
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Figure 3 

Confusion matrix 

Table 2 
Classifier performance evaluation 

Algorithm Accuracy Precision Recall F1-score 
PolyNB Classifier 95.5 95 97 96 

2.4  Topic Modeling 

Thematic modeling is a popular analytical tool for evaluating textual data, as well 
as many other data sources [30]-[31]. There are various methods of thematic 
modeling. One of the most powerful thematic modeling algorithms designed for 
the intelligent analysis of texts, the detection of hidden topics and the search for 
connections between them is the Latent Dirichlet allocation (LDA) [32]. The LDA 
algorithm treats each document as a mixture of topics, and each topic as a mixture 
of words. This allows documents to "overlap" each other in content, rather than 
being divided into separate groups, which reflects the typical use of natural 
language [32]. 

The main parameters of the LDA are: 

- the number of topics extracted from the text corpus. This parameter can be 
configured depending on the specific task and data; 

- alpha parameter is a hyperparameter that determines the distribution of topics on 
documents. A higher value of the alpha parameter means that each document will 
contain more topics; 
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- beta parameter is a hyperparameter that determines the distribution of words on 
topics. A higher value of the beta parameter means that each topic will contain 
more words. 

After completing the stages of preliminary data processing of the proposed 
methodology, and bringing them to a form convenient for analysis, the algorithm 
parameters were adjusted for its further training. 

As can be seen from the matrix, the classifier determines the majority of 
respondents' answers correctly. The classifier shows low accuracy rates within a 
class such as neutral. 

2.5  Topic Network Modeling 

The construction of network models was carried out in order to study and clarify 
the relationships between the identified topics and their corresponding terms. 

The application of network data modeling shows the structure and connections, 
each of which represents topics relevant to this research area. Thus, network 
modeling made it possible to build a network where network nodes represent 
terms and relationships between them derived from cluster groups. The resulting 
network does not take into account the directions of connections since the network 
of topics is built to represent the structure of knowledge relations. 

3 Results and Discussion 

An effective assessment of the optimal number of topics was carried out using the 
connectivity method proposed in [33]. The connectivity method takes into account 
the connectivity of semantic information in the model, that is, the conditional 
likelihood is estimated for the combination of words for which the document 
simultaneously contains the first n words of the topic. Therefore, for the 
consistency method, the higher the probability that words with the highest 
thematic rating can appear in a document at the same time, the better the 
classification effect of the model [33]. 

As a result of, calculating consistency estimates for each thematic model, a graph 
of connectivity indicators for a different number of topics was constructed. As can 
be seen from Figure 4, the optimal number of topics maximizing the connectivity 
score is 4. 
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Figure 4 

Choosing Optimal Model with Coherence Scores 

Visualization of the output of the results of the thematic model (LDA) in the form 
of a word cloud is shown in Figure 5. 

 
Figure 5 

Wordclouds of top words in each topic 

Also, to facilitate the interpretability of the generated topics, their key topics and 
importance have been studied. Accordingly, the results of calculating the number 
of terms and their importance are shown in Figure 6. 
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Figure 6 
a)-d): Importance (weight) of terms by each topic and total frequency of terms 

Table 3 shows the calculation of 4 topics using the LDA model, as well as the 
words corresponding to each topic. The ten most popular terms are listed for each 
topic. 

Table 3 
LDA Topics List 

Topic 0 equipment (0.037), shortage (0.021), developer (0.021), absence 
(0.021), program (0.020), software (0.020), government (0.016), 

specialist (0.010), price (0.016) and system (0.012) 
Topic 1 information (0.021), technology (0.018), give (0.018), university 

(0.017), resource (0.017), work (0.017), access (0.017), permanent 
(0.017), department (0.015) and opportunity (0.012) 

Topic 2 digital (0.021), electronic (0.021), lecturer (0.017), educational 
(0.016), platform (0.013), student (0.012), various (0.012), course 

(0.012), library (0.011) and coursera (0.011) 
Topic 3 IT specialist (0.020), make (0.014), provide (0.011), purchase 

(0.010), try (0.010), equip (0.010), specification (0.009), permanent 
(0.009), supplier (0.009) and 0.009 reliable (0.009) 

Topic 0 deserves special attention since the collected terms of this cluster reveal 
the problems and challenges related to the formation and development of the 
university ecosystem based on a digital platform.  Terms such as "shortage", 
"absence", "price" and "government" may indicate problems related to financing 
and availability of hardware and software. It is assumed that the key terms 
"developer", "specialist" and "system" are related to the skills and knowledge of 
specialists necessary for the development and maintenance of hardware and 
software. 



A. Tlebaldinova et al. Assessment of the University Digital Ecosystem through 
  Intelligent Analysis of Open-Ended Survey Responses 

 – 218 – 

It is interesting to note that the terms collected on Topic 1 are generally related to 
the educational process and technological resources. Key terms such as 
"information", "technology", "university" and "department" may indicate topics 
related to the use of information technology in higher education. The terms 
"resource", "access", "permanent" and "opportunity" can be indicated on topics 
related to providing access to information technologies and resources for teaching 
and research. While the terms "work" and "give" may be related to the use of 
technology in the work environment or teaching students how to work with 
technological resources. 

The key terms of Topic 2 include terms related to digital and electronic 
educational platforms (such as Coursera), lecturers, students, various courses and 
libraries. Together, these keywords can be used to analyze the topics of 
educational resources and processes used in the educational process of the 
university. 

From the received terms of Topic 3, it can be assumed that they relate to 
recommendations and proposals for the development of the university's digital 
ecosystem. Suggestions and recommendations are related to the work of an IT 
specialist, to the procurement and provision of IT equipment, efforts to ensure 
continuous operation and reliability of equipment, as well as efforts to select 
reliable suppliers and compliance with technical specifications. In general, these 
keywords indicate the topic of managing the IT infrastructure and ensuring its 
effective operation. 

At the previous stage of the methodology, the use of LDAP for thematic modeling 
made it possible to identify certain aspects in the form of 4 cluster groups, where 
the algorithm clearly detected and separated the main terms from the studied data. 
Following the results obtained, by computing the extended connections of the 
nodes in the data network, we can identify those nodes that have an impact on the 
whole network. In addition, we also analyzed centrality by proximity. This 
measure evaluates each node based on its "proximity" to all other nodes in the 
network. As a result of, the network analysis, the central nodes and their 
connections have been established. As central nodes, nodes such as ‘student’, 
‘lecturer’ and ‘developers’ were identified to show the relationships between the 
key terms, thus revealing the relationships between the actors of the university's 
digital ecosystem. 

Connections exist when there are joint tools and a systematic approach to the 
implementation of learning between the subjects of educational activity. Next, 
Figure 7 shows a visualization of the connections between the central nodes of the 
data network and their relationships. 

The relationship between the central nodes "student" and "teacher" in Figure 8, 
highlighted the relationship based on a positive assessment of the work of the 
university portal, the implementation of massive open online courses (MOOC) 
like Coursera, EDX. 
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Figure 7 

Connections between the central nodes of the data network and their relationships 

 

 
Figure 8 

Network data analysis 
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The following relationship between the central nodes "student" and "developers" 
in Figure 8, also highlighted the relationship based on the keyword as "access". 
This allows us to interpret the properties of the university's digital ecosystem 
based on openness, accessibility and integration of internal modules and 
components of the entire system. In this way, the network analysis in this study 
allowed for a more in-depth and detailed assessment of the work of the 
university's digital ecosystem. 

Conclusions 

The intellectual analysis of open-ended answers allowed us to obtain a deeper 
analysis of the answers, identify hidden problems, as well as understand the real 
needs and expectations of subjects of educational activity. In addition, open-ended 
questions help survey participants express their opinions and perspectives, which 
contributes to building a trusting relationship between the university and their 
community. However, the analysis of open issues requires considerable effort and 
presents certain difficulties. Despite the small size of the dataset, the study 
provided important primary data and may serve as a starting point for more 
extensive research in the future. 

Experimental studies demonstrate that the developed methodology involves 
several stages of research, where in the initial stage, sentiment analysis was 
performed using a polynomial naive Bayesian classifier. From the classification 
results, it is observed that this algorithm showed high performance with an 
accuracy of 95.5%. In addition, thematic modelling and text network analysis 
were applied in the next stages of the study, which represent an effective tool for 
automated processing of open-ended questions and extracting valuable 
information to help assess the level of satisfaction with the university ecosystem. 

The proposed methodology also made it possible to identify the main problems of 
the development of the university's digital ecosystem, as well as to propose ways 
to solve them. The significance of this result lies in the opportunity not only to test 
our initial hypothesis, but also to offer specific recommendations to improve the 
existing situation. This ensures the practical significance of the research and its 
potential for real application in educational institutions. The study reflects the 
current state of the digital ecosystem of universities, which opens perspectives for 
studying dynamic changes over time. Future research may include expanding the 
sample and examining changes over time to better assess the evolution of the 
digital ecosystem of universities. It is important to note that the proposed 
methodology is adapted not only for the educational sphere, but also has the 
potential to be applied in other areas. The discussion of the results obtained with 
professional experts in the field of education and the IT sector confirmed the 
significance and reliability of the conclusions obtained during the study. 
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