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Abstract: Detecting similarities between texts is an important stage of many different 
applications such as text classification, plagiarism detection, fake news identification,...  
In this paper, we propose a new approach to detect similarities between texts based on the 
Discrete Wavelet Transform (DWT) method. Specifically, the available source documents 
are converted into a set of real numbers called DNAs (Deoxyribose Nucleic Acid) through 
DWT. To check the similarity of any text, we also use DWT to generate DNAs for that text 
and calculate the smallest Euclidean distance from these DNAs to the source DNAs. Finally, 
by comparing with a threshold, the distance values will indicate whether the evaluation text 
is similar to a certain source text or not. Experimental results demonstrate that our proposed 
algorithm is highly effective in detecting text similarity by testing on a standard data set at 
the Annual International Conference on Plagiarism Detection (Plagiarism Analysis, 
Authorship Identification, and Near-Duplicate detection – PAN). 

Keywords: Text Similarity; Text analysis; Discrete Wavelet Transformation; Natural 
Language Processing; Fake New Detection 

1 Introduction 

With a large amount of digital documents published publicly on the Internet every 
day, detecting copying based on text content is essential. According to survey data 
from Josephson Institute Center for Youth Ethics (https://josephsoninstitute.org) on 
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43,000 high school students, the results of admitting to cheating on tests through 
copying from other documents are as follows: 

 
Figure 1 

Statistics on students admitting cheating (Source: https://fixgerald.com) 

There have been many studies on detecting text similarity to serve applications such 
as searching, detecting plagiarism, summarizing text, text mining, etc. Some typical 
results and many applications usefulness of measuring text similarity, including 
copy detection [1-4]. However, this problem still has many challenges related to 
data warehouse, techniques, algorithms, accuracy/reliability, efficiency, etc. 
Therefore, there are still many issues that need to be researched to find new 
approaches and solutions. 

Detecting similar document content is a difficult problem that is of interest to many 
research groups. If the documents are exactly the same, it is easy to detect. However, 
most documents are copied and rewritten very sophisticatedly, making the problem 
much more difficult and the types of similarities are extremely diverse. A document 
can be copied in whole or only in part, the copied text parts can be changed such as 
added, edited, deleted or their positions are disturbed and located in any position of 
the new document. The new document after copying may only differ from the old 
text in a few small parts or may not be similar at all. In addition, there are also types 
of copying ideas, transliteration, etc. Because of the variability in text copying, no 
algorithm or technique can accurately measure the similarity between documents. 
Although this problem is not new, research is still needed to improve quality and 
speed. 

Discrete Wavelet Transform (DWT) is mainly used in digital signal processing such 
as speech coding, image processing, applications in noise filtering, recognition and 
in other computer technology fields such as industry, telecommunications, 
electronics, medicine,... [10]. However, there is almost no research on DWT applied 
in the field of text processing. 
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In this study, we propose a completely new approach to detecting text similarity, 
which is based on the DWT method. This method is proposed and implemented 
through the main steps including: (1) The available original documents are 
converted into a set of real number sequences called source DNA through DWT; 
(2) To check the similarity of any text, we also use DWT to generate DNAs for that 
text and calculate the smallest Euclidean distance from these DNAs to the source 
DNAs; (3) Compared with a threshold, the distance values will indicate whether the 
evaluation document is similar to a certain source documents or not. Experimental 
results demonstrate that our proposed algorithm is highly effective in detecting text 
similarity by testing on a standard training data set of PAN and achieving an 
accuracy of over 97%. 

The paper is organized into five main parts. Part two presents some research results 
related to the field of text similarity. The third part describes an overview of the 
proposed system and how to find DNA using the Haar filter. In the next section, we 
will analyze the proposed algorithm regarding data preprocessing, building a DNA 
set for the original text, and describing the similarity detection algorithm. The fifth 
part presents experimental results on the PAN standard data set and tests the 
proposed algorithm. Finally, we will give conclusions and future directions for the 
paper. 

2 Related Research 

Similarity between two documents is the similarity in content between those two 
documents (other factors such as images, special symbols, etc. are not considered). 
Therefore, two documents that are copies or nearly identical will have much similar 
content, or the "similarity" between the two documents will be high. Similarity lies 
in the range between 0 and 1. If the similarity is closer to 1, the possibility that the 
documents are similar is high and vice versa [5]. Therefore, to check whether the 
documents are similar or not, we must calculate the similarity between them. There 
are many methods to calculate text similarity such as based on string matching using 
Brute-Force, Morris-Pratt, Knuth-Morris-Pratt (KMP), Boyer-Moore, Karp-Rabin, 
Horspool, … [6]; Use vector space model to represent text and use distance 
measures to calculate similarity such as Euclid, Cosine, Jaccard, Dice,... [7]; 
vocabulary-based, database-based, and knowledge-based methods [8]; research on 
natural language processing... Each algorithm and matching method has a different 
approach and each algorithm has its own advantages and limitations. 

One of the first tasks in text processing is to choose an appropriate text 
representation model to bring efficiency in calculation and processing. A text in raw 
form (character string) needs to be converted to another model to facilitate 
representation and calculation. Depending on each different processing algorithm, 
a separate representation model is chosen. In text processing problems, the vector 
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space model is most commonly used. This model represents text as a feature vector 
of terms/words appearing in the entire text set. Weighted features are often 
calculated through the TF-IDF measure [9]. 

Through the survey, we found that most of the methods used to detect copying are 
often based on a vector space model to represent text and use distance measures 
between vectors to calculate the similarity level. together. In general, research 
focuses on word matching using n-gram methods, fingerprints, and frequency 
statistics. 

3 Proposal 

3.1 General Model 

With the goal of building a copy detection system, this study proposes an overview 
model of the system based on DWT [10], Haar filters [11] as shown in Figure 1. 

 
Figure 2 

General model of copy detection system 
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This research focuses on designing blocks for a text copy detection system. First, 
available documents are collected, and preprocessing removes punctuation and 
special characters and stores them as raw data. In the preprocessing stage, the 
collected text will be segmented and sampled so that the samples have equal length. 
Then, these segments are stored as raw data for the purpose of extracting similar 
text segments (if any) at the evaluation result outputThe main idea here is that the 
documents will be digitized and passed through the Haar filter to get data for the 
source DNA set. Meanwhile, the review text is passed through the encoder for 
processing. This encoder is essentially the same as the DNA calculation process for 
the source text. However, the raw evaluation text produced after preprocessing will 
be segmented. Each paragraph in the evaluation text is then encoded into DNA.  
It aims to detect the similarity (if any) of that segment with another segment in the 
source data set. Therefore, raw evaluation text can be viewed as signal sequences 
that need to be processed. 

Figure 2 describes in detail the processing process to evaluate the evaluation text 
against the source text set (data warehouse). 

 
Figure 2 

The diagram details the entire processing process to evaluate the test text against the source text set 

3.2 Theoretical Basis and Algorithm for Haar Filter 

It can be seen that the Haar filter used to calculate DNA plays a very important role 
for comparison and decision making. Processing through the Haar filter is used 
multiple times for both the source text and the text to be evaluated. Therefore, in 
this section we introduce the theoretical basis and develop the algorithm to create 
DNA sequences for the Haar filter, then the main algorithms will repeatedly use this 
algorithm as a standard module. 
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In DWT, the Haar Wavelet line, also known as the Haar filter, is commonly used in 
time series data mining and indexing [12]. Through research on DWT and Haar 
lines, to compare the similarity between the two series, we propose the idea of 
converting text content into real-time series (through a digitizer) and using a Haar 
filter in DWT to detect unusual patterns, text data is converted and represented into 
real numbers represented by 𝑥𝑥 = [𝑥𝑥1 𝑥𝑥2 … 𝑥𝑥𝑁𝑁]. In this section, we only analyze the 
theoretical basis and develop the algorithm for the Haar filter to generate DNA used 
in the similarity detection processing system. In the following section, we will 
further analyze the preprocessing and processing blocks including digitization, 
DNA organization and determination of the smallest Euclidean distance. 

According to Figure 2, the input signal to the filter is a series of discrete numbers 
including N = 2k real numbers. A discrete Haar transformation is performed over K 
iterations and at the kth iteration (or kth level), with k = 1, 2,…, K; The output signal 
of the transformation is described as follows: 

 𝑥𝑥(𝑘𝑘) = �𝑥𝑥𝑙𝑙𝑙𝑙𝑙𝑙
(𝑘𝑘)  𝑥𝑥ℎ𝑖𝑖𝑖𝑖ℎ

(𝑘𝑘)  𝑥𝑥𝑐𝑐
(𝑘𝑘−1)�

  (1) 

In which, the approximate coefficients 𝑥𝑥𝑙𝑙𝑙𝑙𝑙𝑙
(𝑘𝑘)  and detailed coefficients 𝑥𝑥ℎ𝑖𝑖𝑖𝑖ℎ

(𝑘𝑘)  are 
given by the subsampling formula as follows: 

 𝑥𝑥𝑙𝑙𝑙𝑙𝑙𝑙
(𝑘𝑘) = �𝑥𝑥𝑎𝑎

(𝑘𝑘−1)𝑓𝑓𝐿𝐿� ↓2 (2) 

 𝑥𝑥ℎ𝑖𝑖𝑖𝑖ℎ
(𝑘𝑘) = �𝑥𝑥𝑎𝑎

(𝑘𝑘−1)𝑓𝑓𝐻𝐻� ↓2 (3) 

with 𝑓𝑓𝐿𝐿 = [1  1] and  𝑓𝑓𝐻𝐻 = [−1  1] are the low-pass and high-pass filter responses, 
respectively; 𝑥𝑥𝑎𝑎

(𝑘𝑘−1) and 𝑥𝑥𝑐𝑐
(𝑘𝑘−1) respectively are the approximation coefficients of 

the second step (k-1) and synthesize the detailed coefficients of the signal chain 
obtained in the previous steps.  

At the initialization point, 𝑥𝑥𝑎𝑎
(0) and 𝑥𝑥𝑐𝑐

(0) is given as follows: 

 𝑥𝑥𝑎𝑎
(0) =  𝑥𝑥(0) (4) 

 𝑥𝑥𝑐𝑐0 = [] (5) 

in there, 𝑥𝑥(0) is the original signal sequence (vector x after digitization) and [] is an 
empty vector. Values:  

𝑥𝑥𝑎𝑎
(𝑘𝑘) ∈~1×𝑁𝑁𝑎𝑎(𝑘𝑘)  𝑤𝑤𝑤𝑤𝑤𝑤ℎ 𝑁𝑁𝑎𝑎(𝑘𝑘) = 2𝐾𝐾−𝑘𝑘, 𝑥𝑥𝑐𝑐

(𝑘𝑘) ∈~1×𝑁𝑁𝑐𝑐(𝑘𝑘) 𝑎𝑎𝑎𝑎𝑎𝑎 𝑁𝑁𝑐𝑐(𝑘𝑘) = � 2𝐾𝐾−𝑖𝑖
𝑘𝑘

𝑖𝑖=1

 

k = 1, 2, …, K will be updated according to the following formula: 

 𝑥𝑥𝑎𝑎
(𝑘𝑘) = 𝑥𝑥𝑙𝑙𝑙𝑙𝑙𝑙

(𝑘𝑘)  (6) 

 𝑥𝑥𝑐𝑐
(𝑘𝑘) = �𝑥𝑥ℎ𝑖𝑖𝑖𝑖ℎ

(𝑘𝑘)  𝑥𝑥𝑐𝑐
(𝑘𝑘−1)� (7) 
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It can be easily proven: 

  𝑁𝑁𝑎𝑎(𝑘𝑘) + 𝑁𝑁𝑐𝑐(𝑘𝑘)  = 2𝐾𝐾−𝑘𝑘 + ∑ 2𝐾𝐾−𝑖𝑖 = 2𝐾𝐾𝑘𝑘
𝑖𝑖=1 = 𝑁𝑁 (8) 

k = 1, 2, …, K. Thereby, the signal after K iterations still has the same length N as 
the original. In essence, different text segments, after being digitized and passed 
through the Haar filter, will produce number strings carrying characteristic 
information that can distinguish the level of difference between them. Therefore, 
the signal sequences behind the filter are called DNAs. 

Finally we develop an algorithm according to the above analysis as follows: 

Table 1 
Algorithm for determining values for DNA sequences 

Algorithm 1: Identify strings DNA 
1 
2 
 

3 
4 
5 
 

6 
7 

Input: Set of real numbers. 
Initialization: The approximation vectors and coefficients are given by the formulas 
(4) and (5) 
For k:= 1 K 
 Calculate the kth number series according to the formula (1), (2) and (3) 
 Update the values for the approximation vector and coefficients according   
                to the formula (6) and (7) 
End  
Output: The kth number string is the DNA to be calculated. 

4 Proposed Algorithms 

In this section, we will analyze in detail the tasks of each block during the 
processing process. Specifically, the preprocessing stage removes special characters 
and divides the text into segments. Next, the digitization stage in the main 
processing stage will convert the words in each segment into a typical real number 
before sending it to the Haar filter to take samples for calculating DNA for 
comparison. and decided in the next block. To facilitate a detailed analysis of the 
processes, we will present a common data preprocessing for both the source and 
evaluation corpus, after which the main processing will be described separately for 
source and evaluation corpus. 

4.1 Data Preprocessing 

After being collected, the source documents will be sent to the data preprocessor. 
Here, the system will consider a sentence as the smallest unit that can be copied. 
Accordingly, segments will be identified based on punctuation marks (.). Then, non-
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alphanumeric characters and alphabetic letters such as (! ? , []…) are removed from 
the segments. In other words, a segment will represent a sentence in the text after 
removing special characters. These segments will be stored as raw text for the 
purpose of retrieving results. 

The evaluation text is similarly preprocessed and gives a raw evaluation text. This 
raw evaluation text can be updated by the system as new data for the purpose of 
expanding the source database for evaluating other documents. 

4.2 Build a DNA Set for the Source Text 

To build the DNA set for the source text, we digitize the words in each segment. 
However, it can be noticed that each segment collected from the source texts is a 
sentence. Accordingly, the number of words in each segment will be different, 
which leads to the length of the real number signal string for each segment being 
different. Meanwhile, calculating DNA using the Haar filter (as in section 3.2) 
requires that the length of the signal sequences be equal. So we use a window to 
sample each segment. This sampling window will shift on each segment to extract 
samples according to a given superposition ratio to the previous sample. To 
minimize the number of digitization of words in a segment, we will perform 
digitization across the segment to create a sequence of real signal numbers before 
sampling the data. The following section is the detailed content of digitizing and 
standardizing data, sampling for each segment, and organizing data for the source 
DNA set. 

4.2.1 Digitize and Standardize Data 

In this step, we will digitize each word in the segment into a real number that 
characterizes that word and distinguishes it from real numbers representing other 
words. To do this, we first use Unicode to convert the characters in each word into 
an integer in the decimal system, then concatenate the sequence of these integers in 
their correct order in the decimal system. a word to form a representative integer. 
However, the number of digits for each character in the code table is different, so it 
happens that a string of combined numbers can be made up of many different words. 
Therefore, we standardize the value for each character by determining a maximum 
number of digits for each character based on the Unicode code table, this maximum 
number of digits is called m. For example, if a character has a value in the Unicode 
encoding consisting of m' digits, for m'<m, that value will be preceded by m'' zeroes 
so that m'+m'' = m. The highlight of this normalization is that the position of the 
digitized value for each character after string concatenation will be maintained 
relative to its position in a word. Suppose a certain ith word in the segment has the 
character Li, in which the lth character (l = 1, 2,..., Li) has the Unicode value of si,l. 
The integer representing that word in a segment (denoted si) will be calculated 
according to the following formula: 



Acta Polytechnica Hungarica Vol. 21, No. 9, 2024 

‒ 271 ‒ 

 𝑠𝑠𝑖𝑖 = ∑ 𝑠𝑠𝑖𝑖,𝑙𝑙 × 10𝑚𝑚×(𝐿𝐿𝑖𝑖−𝑙𝑙)𝐿𝐿𝑖𝑖
𝑙𝑙=1  (9) 

However, each word in the segment has a different length, so the integers 
representing a word will have very different magnitudes. To make the comparison 
accurate, we normalize the value for a word according to the base 10 logarithmic 
function. Suppose the maximum length of the number string that a word is capable 
of forming is M = m*Lmax, with Lmax is the maximum possible word length. Finally, 
the real number value representing a word is used as the signal fed to the Haar filter 
in the next block as determined by the following formula: 

 x𝑖𝑖𝑙𝑙 = 𝑀𝑀 −𝑚𝑚 × 𝐿𝐿𝑖𝑖 + 𝑙𝑙𝑙𝑙𝑙𝑙10(𝑆𝑆𝑖𝑖) (10) 

4.2.2 Sample Each Segment 

Suppose a segment has w words and ith word (i = 1, 2 , …, w) characterized by value 
𝑥𝑥𝑖𝑖𝑙𝑙 like formula (9). To perform DNA generation for a segment, we perform 
sampling for that segment. Specifically, a sampling window of length is N = 2K the 
signal is used to extract N consecutive real number values in w values of the segment 
by shifting from left to right. Therefore, a segment can generate many samples, and 
the samples all have equal length N. The window offset can be one or more values. 
The farther the translation distance is, the computational complexity will be reduced 
but at the same time the accuracy will also decrease. In short, the input to the Haar 
filter is a sample in the segment given by the following vector: 

 x = 𝑥𝑥0 = [𝑥𝑥1 𝑥𝑥2 … 𝑥𝑥𝑁𝑁] = [𝑥𝑥𝑖𝑖𝑙𝑙 𝑥𝑥𝑖𝑖+1𝑙𝑙 … 𝑥𝑥𝑖𝑖+𝑁𝑁−1𝑙𝑙 ] (11) 

These samples will then be fed to the Haar filter to create a set of DNA segments. 

4.2.3 Organize Data for the Source DNA Set 

After performing the steps in sections 4.1 and 4.2, we will obtain a set of DNA for 
the set of collected documents. We sort the DNA set by the first value of DNA 
ascending. The purpose of sorting is so that the system can perform binary search. 
It aims to identify DNA that is similar to that of a sample belonging to a certain 
segment in the evaluation text. Thereby, we can improve the complexity of the text 
evaluation algorithm. The reason the first value of DNA can be used as the sorting 
key is because it is the approximate value or sum of the component values after K 
iterations. So, at this position if the values of two DNA samples (one belonging to 
the source text and one to the evaluation text) are the same, the two text samples 
corresponding to these two DNAs will be the same. However, we need one more 
step of comparing thresholds before making a decision, which will be discussed in 
detail later. 
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Table 2 
Source DNA set storage algorithm 

Algorithm 2: Calculate the source DNA set 
1 
2 
3 
4 
5 
6 
 

7 
8 
 
 

9 
10 
11 
12 

Input: Set of collected source documents. 
Initialization: Length for a DNA (N). 
Preprocess, segment, and store source text. 
For each segment, it is necessary to do: 

Segment digitization. 
Take samples and determine the DNA group of the segment according to 
algorithm 1. 
For each DNA in the group, do: 

Binary search on the data warehouse to determine the location of the 
DNA to be stored so that the first values of the DNA sequences in 
the entire data warehouse are sorted in ascending order. 
Insert DNA into the database at the correct location. 

End For // End of for loop line 7 
End For // End of for loop line 4 
Results obtained: The data warehouse has been updated and organized. 

4.3 Describe the Similarity Detection Algorithm 

After preprocessing the evaluation text, we can easily perform the process of 
encoding the evaluation text data as in the previous sections. For source documents, 
their DNA is stored as a database, like a library available to compare similarities. 
Meanwhile, the evaluation text after being segmented will be put into sequential 
encoding as a real-time sequence signal. Accordingly, each segment will be 
sampled into a group of DNA and this group of DNA will be sent to the comparator. 
Then, group the DNA of the following segment in the same process until the 
evaluation text is exhausted. 

4.3.1 Compare and Make a Decision 

In the final block of the system, we will compare each group of DNA segments with 
the DNA of the stored source data set. For each DNA sample in the DNA group 
included in the comparison stage, we will do a binary search in the data warehouse 
to determine which source DNA has the first value that is most similar to the DNA 
under consideration. Next, the Euclidean distance between two DNAs is calculated 
very simply according to the following formula: 

 𝑎𝑎(𝑥𝑥,𝑦𝑦) = ‖𝑥𝑥 − 𝑦𝑦‖22 (12) 

in there, 𝑥𝑥 ∈~1×𝑁𝑁  and 𝑦𝑦 ∈~1×𝑁𝑁 are the source DNA vector and the DNA vector 
under consideration. This Euclidean distance will be compared to a threshold level 
ε. If d(x, y)< ε, the two DNAs are considered identical and the position 
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corresponding to the DNA under consideration is marked again for the system to 
make a decision after synthesizing all DNA samples of the segment. The similarity 
detection algorithm between two documents is described in Table 3. 

Table 3 
Algorithm to detect similarities between two texts 

Algorithm 3: Detect similarities between two texts 
1 
2 
 

3 
4 
5 
6 
 

7 
8 
 
 

9 
10 
11 
12 
13 
14 
 

15 
16 

Input: Text to evaluate. 
Initialization: DNA sequence length (N) and threshold level (ε) for similarity 
comparison. 
Preprocess, segment, and store data to export results. 
For each segment, it is necessary to do: 

Segment digitization. 
Sample and determine the DNA group of the segment according to Algorithm 1. 
For each DNA y in the group, it is necessary to do: 

Binary search on the source DNA repository to find a DNA x such that the 
starting value of the considered DNA sequence y is closest to the starting 
value of DNA x. 
Calculate the Euclidean distance d(x, y) according to formula (11). 
If d(x, y)< ε then 

Mark the DNA y under consideration. 
Endif 

End for // End of for loop line 7 
Synthesize the marked DNA (if any) to obtain a sequence of similar words of the 
segment under consideration compared to the source segment. 

End for // End of for loop line 4 
Obtained results: Provide segments containing words similar to the source segments 
(if any). 

5 Experimental Results 

PAN proposed a copy detection evaluation model based on the source dataset (data 
warehouse) [13, 14]. To test the results of the proposed algorithm, we use 
measurements in PAN to calculate the prec (precision) and rec (recall) values. 
Specifically, we call the set of copied character strings and the set of detected 
character strings respectively as follows: 

 S = {𝑆𝑆} (13) 

 D = {𝐷𝐷} (14) 

where, S and D are the source text strings that are copied and the evaluation text 
strings that are detected to be similar to the strings in the source text, respectively. 
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The values prec and rec are determined by the formulas according to [15], which 
are: 

 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 = 1
|D|
� |𝐷𝐷∩(⋃ 𝑆𝑆𝑆𝑆∈S )|

|𝐷𝐷|

⬚

𝐷𝐷∈D
 (15) 

 𝑝𝑝𝑝𝑝𝑝𝑝 = 1
|S|
� |𝑆𝑆∩(⋃ 𝐷𝐷𝐷𝐷∈D )|

|𝑆𝑆|

⬚

𝑆𝑆∈S
 (16) 

in there, |S| and |D|  are the number of elements in the set S and D, |𝑆𝑆| and |𝐷𝐷| are 
the length of the string S ∈S and D∈D . 

Through 10 times of testing on the PAN data set, each time evaluating 100 
suspicious texts that are completely different from the texts used to find the 
threshold value ε. We set the values as Table 4 and the results are as Table 5 and 
Figure 3. 

Table 4 
Set values for the test process 

Parameter Setting value 
Maximum number of digits to encode a character, m 5 
Maximum number of characters in a word, Lmax 45 
Sample length DNA, N 8 
Number of iterations to process with Haar filter, K 3 
Threshold value for Euclidean distance, ε 10-7 

Table 5 
Experimental results 

Test time |S| |D| prec (%) rec (%) 
1 6028 6004 98.12 97.73 
2 5336 5315 97.99 97.60 
3 9340 9310 98.02 97.71 
4 6491 6455 97.86 97.32 
5 8063 8033 97.77 97.41 
6 6982 6960 97.63 97.32 
7 6472 6460 97.77 97.59 
8 5621 5595 98.14 97.69 
9 6519 6506 97.86 97.67 

10 6026 6005 98.00 97.66 
Average 6687.8 6664.3 97.92 97.57 
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Figure 3 

Single-test results interface 

With the above results, we see that with different numbers of elements in the two 
sets (from about 5,300 to 9,300 elements), our proposed algorithm gives very high 
and stable prec and rec results. determination (more than 97%). 

In this experimental part, we choose the PAN 2009 standard data set, which is an 
artificial data warehouse to evaluate the copy detection system including 41,223 
documents with 94,202 plagiarism cases studied by many research groups and 
laboratories around the world use it to evaluate copy detection methods [15]. 
Besides, we also use the metrics for evaluation in PAN competitions. Therefore, the 
results achieved are completely reliable to evaluate the new algorithms and 
approaches to detect text similarity that we proposed. 

Conclusion 

We have proposed a system model, processing process and presented a completely 
new approach to detecting text similarity, which is based on the DWT method and 
the Haar filter. The major contribution in the paper is to propose an algorithm to 
convert text into DNA strings of real numbers, and build an algorithm to detect 
similarities between texts. Experimental results on the standard PAN data set prove 
that our proposed algorithm is highly effective in detecting text similarity. 

In the coming time, we will continue to research to further optimize the proposed 
algorithm and test on many other data sets. In particular, improving the algorithm 
to apply to Vietnamese text brings high efficiency to solve the problem of detecting 
copying of Vietnamese text. 
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